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## Summary

The Spline-Based Table Look-Up Method (SBTL), described in this Guideline, is intended to be used for fast property calculations in extensive process simulations, such as Computational Fluid Dynamics (CFD), heat cycle calculations, simulations of non-stationary processes, and real-time process optimizations, where conventional multiparameter equations of state may be unsuitable because of their computing time consumption. Through the use of this method, the results of the underlying formulation (which may for example be IAPWS-IF97 or IAPWS-95) are accurately reproduced at high computational speed. The supporting document for this Guideline is an article by Kunick et al. [1].

This Guideline contains 68 pages, including this cover page.

Further information about this Guideline and other documents issued by IAPWS can be obtained from the Executive Secretary of IAPWS (Dr. R.B. Dooley, bdooley@structint.com) or from http://www.iapws.org.
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## 1. List of Symbols and Nomenclature

## Symbol

| $a$ | Spline polynomial coefficient |
| :--- | :--- |
| $f$ | Function |
| floor( $)$ | Round down |
| $\boldsymbol{F}$ | Vector of functions |
| $h$ | Specific enthalpy |
| $i$ | Interval index in $x_{1}$ direction |
| $(i)$ | Node within the interval $\{i\}$ |
| $\{i\}$ | Interval $\bar{x}_{1, i}^{\mathrm{K}} \leq \bar{x}_{1}<\bar{x}_{1, i+1}^{\mathrm{K}}$, |
| $(i, j)$ | Node within the cell $\{i, j\}$ |
| $\{i, j\}$ | Cell defined by the intervals $\{i\}$ and $\{j\}$ |
| $I$ | Number of nodes along $x_{1}$ |
| $j$ | Interval index in $x_{2}$ direction |
| $\{j\}$ | Interval $\bar{x}_{2, j}^{\mathrm{K}} \leq \bar{x}_{2}<\bar{x}_{2, j+1}^{\mathrm{K}}$ |


| Superscript |  |
| :--- | :--- |
| AUX | Auxiliary spline function |
| G | Spline function for the gas region |
| HT | Spline function for the high-temperature region |
| INV | Inverse spline function |
| K | Knot |
| L | Spline function for the liquid region |
| MG | Spline function for the metastable-vapor and the gas region |
| SPL | Spline function |
| T | Transposed |
|  |  |
| Subscript |  |
| $i$ | Interval index in $x_{1}$ direction |
| $j$ | Interval index in $x_{2}$ direction |
| min | Minimum value |
| max | Maximum value |
| perm | Permissible value |
| RMS | Root-mean-square value of a quantity, see below |
| s | At saturation |

The root-mean-square value is
$\Delta x_{\mathrm{RMS}}=\sqrt{\frac{1}{N} \sum_{n=1}^{N}\left(\Delta x_{n}\right)^{2}}$,
where $\Delta x_{n}$ can be either the absolute or percentage difference between the corresponding quantities $x ; N$ is the number of $\Delta x_{n}$ values (depending on the property, between 10 million and 100 million points are uniformly distributed over the respective range of validity).

## Definitions

Backward function Inverse function for $x_{1}(z), x_{1}\left(z, x_{2}\right)$, or $x_{2}\left(x_{1}, z\right)$
Forward function Explicit function for $z\left(x_{1}\right)$ or $z\left(x_{1}, x_{2}\right)$
Knot Connection point of neighboring spline polynomials
Node Point to be intersected by a spline polynomial
Spline function Continuous, piecewise-defined function consisting of several spline polynomials
Spline polynomial Polynomial whose coefficients are determined with a spline algorithm

## 2. Introductory Remarks

In Computational Fluid Dynamics (CFD) and simulations of non-stationary processes, fast and accurate algorithms for the calculation of thermodynamic and transport properties are often required. Fluid property functions and their first derivatives generally need to be continuous. Furthermore, forward and backward functions need to be numerically consistent with each other. In CFD, the independent variables of the required property functions are often the specific volume and the specific internal energy ( $v, u$ ). Moreover, fluid properties are also calculated from pressure and specific volume ( $p, v$ ) or specific internal energy and specific entropy ( $u, s$ ). These functions need to be calculated by iteration from the underlying property formulation, which might be the IAPWS Industrial Formulation 1997 (IAPWS-IF97) [2, 3] or the IAPWS Formulation 1995 for General and Scientific Use (IAPWS-95) [4, 5]. This is computationally intensive, and therefore inappropriate for CFD. Backward equations, enabling calculations from alternative variable combinations, are available for IAPWS-IF97 for some functions, but not for functions of ( $v, u$ ), $(p, v)$, and ( $u, s)$.

The simulation of non-stationary processes in heat cycles often requires property calculations from pressure and specific enthalpy ( $p, h$ ), pressure and specific entropy ( $p, s$ ), and specific enthalpy and specific entropy $(h, s)$. In order to avoid iterative procedures and to reduce the computing time, the industrial formulation IAPWS-IF97 and its supplementary releases [6, 7, 8, 9] contain backward equations for several pairs of variables, such as $(p, h),(p, s)$, and $(h, s)$. Due to the imperfect numerical consistency with the basic equations of IAPWS-IF97, the application of backward equations for simulating non-stationary processes can lead to convergence problems. In these situations, backward functions should be calculated by iteration from the basic equations with starting values determined from the available backward equations.

For fast property calculations from various inputs, IAPWS adopted the "Guideline on the Tabular Taylor Series Expansion Method for Calculation of Thermodynamic Properties of Water and Steam Applied to IAPWS-95 as an Example (TTSE)" [10] in 2003. The TTSE method is very fast, but adjacent Taylor series are not connected continuously. This characteristic leads to numerical problems in CFD and non-stationary simulations with very small spatial and time discretization.

In order to provide an alternative method for fast and numerically consistent property calculations in extensive numerical process simulations, the Spline-Based Table Look-Up method (SBTL) [1, 11] has been developed. This method is intended to be a supplement to existing property formulations, such as IAPWS-IF97 [2] and IAPWS-95 [4]. The use of the SBTL method results in good agreement with these and other standards, but with significantly reduced computing time. Additionally, with the SBTL method, backward functions are calculated with complete numerical consistency with their corresponding forward functions, e.g., the formulations for $u(p, v)$ and $p(v, u)$ are mathematically self-consistent.

This Guideline describes the fundamentals of the SBTL method and its application to the IAPWS-IF97 and IAPWS-95 formulations. It details computing-time comparisons between property functions calculated from IAPWS-IF97 and IAPWS-95 and the SBTL method. The advantage in computing speed in practical CFD and heat-cycle simulations has been evaluated. The results of these investigations are given in this document.

## 3. The Spline-Based Table Look-Up Method (SBTL)

The Spline-Based Table Look-Up method (SBTL) applies polynomial spline interpolation techniques to approximate the results of existing equations of state, with high accuracy and low computing time. The accuracy, computing time, and memory storage advantages are enabled with specialized coordinate transformations and simplified search algorithms as described below. The properties in the single-phase regions, such as $T(p, h)$, are represented by two-dimensional spline functions in the common form $z^{\text {SPL }}\left(x_{1}, x_{2}\right)$, whereas the phase boundaries, such as $T_{\mathrm{s}}(p)$, are represented by one-dimensional spline functions $z^{\text {SPL }}\left(x_{1}\right)$. Algorithms for calculating properties in the two-phase region that are consistent with the single-phase properties are also provided.

In this document, and in [1], the basic principles of the SBTL method are outlined. A more detailed description is given in the publication by Kunick [11].

### 3.1. One-Dimensional Spline Functions

### 3.1.1. Spline Functions

A one-dimensional polynomial spline function $z^{\text {SPL }}\left(x_{1}\right)$ is a continuous, piecewise-defined function consisting of several spline polynomials. The spline function interpolates values between a series of discrete data points, the so-called nodes (see Fig. 1). The number $I$ and the location $x_{1, i}$ of the nodes are chosen to ensure the desired accuracy. The $z_{i}\left(x_{1, i}\right)$ values of the nodes are calculated from the underlying function $z\left(x_{1}\right)$. The spline polynomials are connected at knots, which can either be equal or unequal to the nodes. For the SBTL method, the knots are located at the midpoint between the nodes along $x_{1}$, which results in symmetric boundary conditions leading to superior accuracy [12]. A spline polynomial ranges over the interval $\{i\}$ between two knots and intersects the node (i) within. The $z$ positions of the knots result from the spline algorithm as explained below.

In most numerical process simulations, fluid property functions need to be continuously differentiable once. The quadratic spline function is the simplest approach to continuously represent a one-dimensional function and its first derivative. Furthermore, the quadratic spline polynomial can easily be inverted. This enables the calculation of numerically consistent backward functions, which are the so-called inverse spline functions. Therefore, in this document the calculation of properties with the SBTL method is carried out through the use of quadratic spline polynomials, as opposed to higher order polynomials, to create a spline function $z^{\text {SPL }}$ ( $x_{1}$ ) from the underlying function $z\left(x_{1}\right)$.

In order to increase the accuracy of the spline function, both the independent variable $x_{1}$ and the dependent variable $z$ are transformed into $\bar{X}_{1}$ and $\bar{z}$, respectively, so that the transformed spline function yields $\bar{Z}^{\text {SPL }}\left(\bar{x}_{1}\right)$. A description of the transformations for one-dimensional spline functions can be found in Sec. 3.1.2. More detailed information on this subject is given in [11].

The spline function is created in transformed coordinates through the use of quadratic spline polynomials

$$
\begin{equation*}
\bar{z}_{\{i\}}\left(\bar{x}_{1}\right)=\sum_{k=1}^{3} a_{i k}\left(\bar{x}_{1}-\bar{x}_{1, i}\right)^{k-1}, \tag{1.1}
\end{equation*}
$$

where $\bar{X}_{1}$ is the transformed independent variable and $\bar{z}$ is the transformed dependent variable in the interval $\{i\}$. In Eq. (1.1), $\bar{x}_{1, i}$ is the transformed value of the independent variable at the node (i), and $a_{i k}$ are the three coefficients of the quadratic spline polynomial valid in the interval $\{i\}$. Eq. (1.1) can also be written as

$$
\begin{equation*}
\bar{z}_{\{i\}}\left(\bar{x}_{1}\right)=a_{i 1}+a_{i 2} \Delta \bar{x}_{1, i}+a_{i 3} \Delta \bar{x}_{1, i}^{2} \tag{1.2}
\end{equation*}
$$

with

$$
\begin{equation*}
\Delta \bar{x}_{1, i}=\left(\bar{x}_{1}-\bar{x}_{1, i}\right) . \tag{1.3}
\end{equation*}
$$

The $I$ polynomials are connected at knots aligned as shown in Fig. 1, where $I$ denotes the number of nodes along $\bar{x}_{1}$. Each polynomial $\bar{z}_{\{i\}}\left(\bar{x}_{1}\right)$ is used in an interval $\{i\}$ and intersects the node (i) at $\bar{z}_{i}\left(\bar{x}_{1, i}\right)$.


Figure 1: Series of nodes and series of knots with interval $\{i\}$ and spline polynomial $\bar{z}_{\{i\}}\left(\bar{x}_{1}\right)$.
The $\bar{x}_{1, i}^{\mathrm{K}}$ values of the $I+1$ knots are located at the midpoint between the nodes along $\bar{x}_{1}$, so that

$$
\begin{equation*}
\bar{x}_{1, i+1}^{\mathrm{K}}=\frac{1}{2}\left(\bar{x}_{1, i}+\bar{x}_{1, i+1}\right), \quad i=1, \ldots, I-1 \tag{1.4}
\end{equation*}
$$

$$
\begin{equation*}
\bar{x}_{1,1}^{\mathrm{K}}=\bar{x}_{1,1}-\frac{1}{2}\left(\bar{x}_{1,2}-\bar{x}_{1,1}\right), \text { and } \quad \bar{x}_{1, I+1}^{\mathrm{K}}=\bar{x}_{1, I}+\frac{1}{2}\left(\bar{x}_{1, I}-\bar{x}_{1, I-1}\right) . \tag{1.5,1.6}
\end{equation*}
$$

The number of nodes $I$ is chosen to ensure the required accuracy of the spline function over its full domain of definition $\left[\bar{x}_{1,1}=\bar{x}_{1}\left(x_{1, \min }\right), \bar{x}_{1, I}=\bar{x}_{1}\left(x_{1, \max }\right)\right]$. The nodes are distributed equidistantly along $\bar{x}_{1}$ so that a simple search algorithm can be used to determine the interval \{i\} in the series of knots that fulfills $\bar{x}_{1, i}^{\mathrm{K}} \leq \bar{x}_{1}<\bar{x}_{1, i+1}^{\mathrm{K}}$ for a given transformed variable $\bar{x}_{1}$. For equidistant nodes, and therefore equidistant knots, $i$ can easily be calculated from

$$
\begin{equation*}
i=\text { floor }\left(\frac{\bar{x}_{1}-\bar{x}_{1,1}^{\mathrm{K}}}{\Delta \bar{x}_{1}^{\mathrm{K}}}\right) \text {. } \tag{1.7}
\end{equation*}
$$

The distribution of nodes and knots can also be manipulated by piecewise equidistant nodes, in ranges for which $\Delta \bar{x}_{1}=\bar{x}_{1, i+1}-\bar{x}_{1, i}$ is constant. Furthermore, the node spacing along $x_{1}$ depends on the transformation $\bar{x}_{1}\left(x_{1}\right)$. Basic principles of transformation techniques are outlined in Sec. 3.1.2 and described in more detail in [11].

The $3 I$ coefficients $a_{i k}$ of the $I$ spline polynomials are obtained from the following conditions. Each of the I polynomials $\bar{z}_{\{i\}}\left(\bar{x}_{1}\right)$ must intersect the node (i)

$$
\begin{equation*}
\bar{z}_{\{i\}}\left(\bar{x}_{1, i}\right)=\bar{z}_{i}\left(\bar{x}_{1, i}\right) \quad i=1, \ldots, I . \tag{1.8}
\end{equation*}
$$

Furthermore, the $\bar{z}$ values at the inner $I-1$ knots have to be equal for the adjacent polynomials

$$
\begin{equation*}
z_{\{i\}}\left(\bar{x}_{1, i+1}^{\mathrm{K}}\right)=z_{\{i+1\}}\left(\bar{x}_{1, i+1}^{\mathrm{K}}\right) \quad i=1, \ldots, I-1 . \tag{1.9}
\end{equation*}
$$

The derivative ( $\mathrm{d} \bar{z} / \mathrm{d} \bar{x}$ ) at each of these knots must also be equal

$$
\begin{equation*}
\left.\frac{\mathrm{d} \bar{z}}{\mathrm{~d} \bar{x}_{1}}\right|_{\{i\}}\left(\bar{x}_{1, i+1}^{\mathrm{K}}\right)=\left.\frac{\mathrm{d} \overline{\mathrm{z}}}{\mathrm{~d} \bar{x}_{1}}\right|_{\{i+1\}}\left(\bar{x}_{1, i+1}^{\mathrm{K}}\right) \quad i=1, \ldots, I-1 . \tag{1.10}
\end{equation*}
$$

At the outer knots, these derivatives are to be calculated from the underlying function $z\left(x_{1}\right)$ with

$$
\begin{equation*}
\left.\frac{\mathrm{d} \bar{z}}{\mathrm{~d} \bar{x}_{1}}\right|_{\{i=1\}}\left(\bar{x}_{1,1}^{\mathrm{K}}\right)=\frac{\mathrm{d} \bar{z}}{\mathrm{~d} \bar{x}_{1}}\left(\bar{x}_{1,1}^{\mathrm{K}}\right) \text { and }\left.\quad \frac{\mathrm{d} \bar{z}}{\mathrm{~d} \bar{x}_{1}}\right|_{\{i=I\}}\left(\bar{x}_{1, I+1}^{\mathrm{K}}\right)=\frac{\mathrm{d} \overline{\mathrm{z}}^{\mathrm{d}} \bar{x}_{1}}{\left.\bar{x}_{1, I+1}^{\mathrm{K}}\right), ~} \tag{1.11,1.12}
\end{equation*}
$$

where

$$
\frac{\mathrm{d} \bar{z}}{\mathrm{~d} \bar{x}_{1}}=\frac{\mathrm{d} \bar{z}}{\mathrm{~d} z} \frac{\mathrm{~d} z}{\mathrm{~d} x_{1}} \frac{\mathrm{~d} x_{1}}{\mathrm{~d} \bar{x}_{1}} .
$$

The linear system of Eqs. (1.8-1.12) is solved in order to obtain the $3 I$ coefficients $a_{i k}$ of the spline polynomials. This ensures continuous behavior of the spline function and its first derivatives at the knots. A comprehensive solution of the mathematical problem is given in [12]. Once all the coefficients $a_{i k}$ are determined, they are stored together with the values of the nodes and knots in a look-up table.

In order to calculate $z^{\text {SPL }}\left(x_{1}\right)$, the variable $x_{1}$ is first transformed into $\bar{x}_{1}$ with the transformation function $\bar{x}_{1}\left(x_{1}\right)$. From Eq. (1.7), the index $i$ of the interval is then determined.

Finally, the transformed variable $\bar{z}$ is calculated from the spline polynomial $\bar{z}_{\{i\}}\left(\bar{x}_{1}\right)$, Eq. (1.1), and converted to $z$ with the inverse transformation function $z(\bar{z})$.

### 3.1.2. Transformations

In order to increase the accuracy of a quadratic spline function, the coordinates are transformed in such a way that the third derivative, i.e., the change in curvature, is reduced. Both the independent variable $x_{1}$ and the dependent variable $z$ can be transformed with functions of the form $\bar{x}_{1}\left(x_{1}\right)$ and $\bar{z}(z)$. If $\bar{z}(z)$ is nearly proportional to $\bar{x}_{1}\left(x_{1}\right)$, then the change in curvature of the transformed function $\bar{z}\left(\bar{x}_{1}\right)$ is smaller than that of $z\left(x_{1}\right)$.

The transformation functions are continuous and monotonic. An analytic solution for the inverse transformation function $z(\bar{z})$ is provided. For the inverse spline function $x_{1}^{\mathrm{INV}}(z)$, the inverse transformation function $x_{1}\left(\bar{x}_{1}\right)$ should also be analytical.


Figure 2: Untransformed function $z\left(x_{1}\right)$ with nodes equidistant in $\bar{x}_{1}$, rather than in $X_{1}$.


Figure 3: Transformed function $z\left(\bar{x}_{1}\right)$ with nodes equidistant in $\bar{x}_{1}$.

The effect of variable transformations is illustrated in Figs. 2 and 3. The untransformed function, see Fig. 2, exhibits a non-zero third derivative, which cannot be described with a quadratic function. If, for instance, $z$ is nearly proportional to $\bar{X}_{1}\left(x_{1}\right)$, see Fig. 3, the accuracy of the interpolation between the nodes increases because the spline polynomial can better reproduce the transformed function. In many cases, several alternatives of analogous transformations of $z$ and $x_{1}$ are feasible. Due to more suitable node distributions, the transformation of $x_{1}$ into $\bar{x}_{1}$ is usually superior to the transformation of $z$. Another useful approach to efficiently reduce the change in curvature is a transformation of the form $\bar{z}\left(z, x_{1}\right)$. If required, the accuracy and computing time of
the spline function itself, and its inverse spline function, must be assessed for the different transformation approaches to determine the tradeoff between these criteria.

The concepts explained above offer several alternatives to create a spline function, and can be combined. Considering the requirements for accuracy, computing speed, range of validity, and memory consumption, different transformation techniques must be assessed and the most suitable variant must be chosen. More details on variable transformations are given in [11].

### 3.1.3. Inverse Spline Functions

From the spline function $z^{\text {SPL }}\left(x_{1}\right)$, the inverse spline function $x_{1}^{\mathrm{INV}}(z)$ can be calculated with complete numerical consistency. The transformed variable $\bar{x}_{1}$ is obtained by inverting the polynomial $\bar{Z}_{\{i\}}\left(\bar{x}_{1}\right)$, Eq. (1.1), in the interval $\{i\}$, which results in

$$
\begin{equation*}
\bar{x}_{1, i j\}}^{\mathrm{INV}}(\bar{z})=\frac{\left(-B_{i} \pm \sqrt{B_{i}^{2}-4 A_{i} C_{i}(\bar{z})}\right)}{2 A_{i}}+\bar{x}_{1, i} \tag{1.13}
\end{equation*}
$$

with

$$
\begin{aligned}
& A_{i}=a_{i 3}, \\
& B_{i}=a_{i 2}, \text { and } \\
& C_{i}(\bar{z})=a_{i 1}-\bar{z} .
\end{aligned}
$$

For a monotonic spline polynomial $\bar{z}_{\{i\}}\left(\bar{x}_{1}\right)$ in the interval $\{i\}$, the sign ( $\pm$ ) in Eq. (1.13) is negative if $\operatorname{sgn}\left(A_{i}\right) \cdot\left(\mathrm{d} \bar{z} / \mathrm{d} \bar{x}_{1}\right) \cdot\left(\mathrm{d}^{2} \bar{z} / \mathrm{d} \bar{x}_{1}^{2}\right)<0$, otherwise it is positive. The inequality yields $B_{i}<0$. Therefore, the sign ( $\pm$ ) in Eq. (1.13) equals $\operatorname{sgn}\left(B_{i}\right)$ if the spline polynomial is monotonic in the interval $\{i\}$.

In order to determine the interval index $i$ from Eq. (1.7) along $\bar{x}_{1}$ for a given $\bar{z}$, an auxiliary spline function $\bar{x}_{1}^{\mathrm{AUX}}(\bar{Z})$ is used to calculate an estimate for $\bar{x}_{1}$.

The procedure for calculating $x_{1}(z)$ is as follows. First, the variable $z$ is transformed into $\bar{z}$. The index $i$ of the interval that belongs to $\bar{z}$ is determined with the auxiliary spline function $\bar{x}_{1}^{\mathrm{AUX}}(z)$ and Eq. (1.7). The inverse spline polynomial $\bar{x}_{1,\{i\}}^{\mathrm{INV}}(\bar{z})$, Eq. (1.13), is then evaluated. The result must fulfill the condition $\bar{x}_{1, i}^{\mathrm{K}} \leq \bar{x}_{1} \leq \bar{x}_{1, i+1}^{\mathrm{K}}$; otherwise, the index $i$ needs to be incremented or decremented, and the calculation repeated. Eventually, $\bar{x}_{1}$ is converted to $x_{1}$ with the inverse transformation function $x_{1}\left(\bar{x}_{1}\right)$.

Non-monotonic functions have two valid solutions in the interval $\{i\}$ where the extremum of $\bar{Z}^{\mathrm{SPL}}\left(\bar{X}_{1}\right)$ is located. This extremum is calculated from

$$
\begin{equation*}
\hat{\bar{x}}_{1,\{i\}}=-\frac{B_{i}}{2 A_{i}}+\bar{x}_{1, i} \text { and } \hat{\bar{Z}}_{\{i\}}=a_{i 3} \cdot\left(\hat{\bar{x}}_{1,\{i\}}-\bar{x}_{1, i}\right)^{2}+a_{i 2} \cdot\left(\hat{\bar{x}}_{1,\{i\}}-\bar{x}_{1, i}\right)+a_{i 1} . \tag{1.14,1.15}
\end{equation*}
$$

The coefficients of the auxiliary spline polynomial are stored together with the coefficients of the original spline polynomial along with values of nodes and knots in the look-up table. This table, and the associated algorithm for calculating the inverse spline function, is written to a source code file for application in computer programs (see Sec. 10).

A comprehensive description of the calculation of the inverse spline functions is given in [11].

### 3.1.4. Derivatives

The first derivative of the spline function $z^{\mathrm{SPL}}\left(x_{1}\right)$ with respect to the independent variable $x_{1}$ is calculated analytically from

$$
\begin{equation*}
\left(\frac{\mathrm{d} z_{\{i\}}}{\mathrm{d} x_{1}}\right)=\left(\frac{\mathrm{d} \bar{z}_{\{i\}}}{\mathrm{d} \bar{x}_{1}}\right) \cdot\left(\frac{\partial z}{\partial \bar{z}}\right)_{\bar{x}_{1}} \cdot\left(\frac{\mathrm{~d} \bar{x}_{1}}{\mathrm{~d} x_{1}}\right), \tag{1.16}
\end{equation*}
$$

where the derivative of the spline function with the transformed variables, Eq. (1.1), within interval $\{i\}$ is calculated from

$$
\begin{equation*}
\left(\frac{\mathrm{d} \bar{z}_{\{i\}}}{\mathrm{d} \bar{x}_{1}}\right)=a_{i 2}+2 a_{i 3} \Delta \bar{x}_{1, i} . \tag{1.17}
\end{equation*}
$$

The derivative of the general transformation function $\bar{z}\left(z, \bar{x}_{1}\right)$ is simplified to

$$
\begin{equation*}
\left(\frac{\partial z}{\partial \bar{z}}\right)_{\bar{X}_{1}}=\left(\frac{\mathrm{d} z}{\mathrm{~d} \bar{z}}\right) \tag{1.18}
\end{equation*}
$$

if the transformation of $\bar{z}$ is independent of $\bar{x}_{1}$, i.e., $\bar{z}=\bar{z}(z)$.

### 3.2. Two-Dimensional Spline Functions

### 3.2.1. Spline Functions

A two-dimensional polynomial spline function $z^{\mathrm{SPL}}\left(x_{1}, x_{2}\right)$ is a continuous, piecewise-defined function consisting of several spline polynomials. The spline function interpolates values between a set of discrete data points, the so-called grid of nodes (see Fig. 4). The number of nodes $I J$ and their $\left(x_{1, i}, x_{2, j}\right)$ locations are chosen to ensure the desired accuracy. The $z_{i j}\left(x_{1, i}, x_{2, j}\right)$ values of the nodes are calculated from the underlying function $z\left(x_{1}, x_{2}\right)$. The spline polynomials are connected at knots, which can either be equal or unequal to the nodes. For the SBTL method, the knots are located at the midpoint between the nodes along $x_{1}$ and $x_{2}$ respectively, which results in symmetric boundary conditions leading to superior accuracy [13]. A spline polynomial ranges over a rectangular cell $\{i, j\}$ between four knots and intersects the node within. The $z$ positions of the knots result from the spline algorithm as explained below.

In most numerical process simulations, fluid property functions need to be continuously differentiable once. The bi-quadratic spline polynomial is the simplest approach that is capable of fulfilling this requirement. Furthermore, the bi-quadratic spline polynomial can easily be inverted. This enables the calculation of numerically consistent backward functions, the so-called inverse spline functions. Therefore, in this document the SBTL method is carried out through the use of bi-quadratic spline polynomials as opposed to higher order polynomials to create a spline function $z^{\text {SPL }}\left(x_{1}, x_{2}\right)$ from the underlying function $z\left(x_{1}, x_{2}\right)$.

In order to increase the accuracy of the spline function, both the independent variables $x_{1}$ and $x_{2}$, as well as the dependent variable $z$, are transformed into $\bar{x}_{1}, \bar{x}_{2}$, and $\bar{z}$ so that the transformed spline function yields $\bar{Z}^{\text {SPL }}\left(\bar{x}_{1}, \bar{x}_{2}\right)$. The bi-quadratic spline interpolation across rectangular cells with continuous first derivatives requires a rectangular grid of nodes in the ( $\bar{x}_{1}, \bar{x}_{2}$ ) projection. Through the use of transformations, the irregularly shaped domain of validity of a function can be transformed into a rectangle, and the distribution of nodes can be controlled more effectively. Alternatively, the function $z\left(x_{1}, x_{2}\right)$ must be extrapolated. A description of the transformations for two-dimensional spline functions can be found in Sec. 3.2.2. More detailed information on this subject is given in [11].

The spline function is created in transformed coordinates through the use of bi-quadratic spline polynomials

$$
\begin{equation*}
\bar{z}_{\{i, j\}}\left(\bar{x}_{1}, \bar{x}_{2}\right)=\sum_{k=1}^{3} \sum_{l=1}^{3} a_{i j k l}\left(\bar{x}_{1}-\bar{x}_{1, i}\right)^{k-1}\left(\bar{x}_{2}-\bar{x}_{2, j}\right)^{l-1}, \tag{2.1}
\end{equation*}
$$

where $\bar{x}_{1}$ and $\bar{x}_{2}$ represent the transformed independent variables, $\bar{z}_{\{i, j\}}$ is the transformed dependent variable in the cell $\{i, j\}, \bar{x}_{1, i}$ and $\bar{x}_{2, j}$ are the transformed values of the independent variables at the node ( $i, j$ ), and $a_{i j k l}$ are the nine coefficients of the spline polynomial valid in the cell $\{i, j\}$. Equation (2.1) can also be written as

$$
\begin{align*}
\bar{z}_{\{i, j\}}\left(\bar{x}_{1}, \bar{x}_{2}\right) & =a_{i j 11}+a_{i j 21} \Delta \bar{x}_{1, i}+a_{i j 31} \Delta \bar{x}_{1, i}^{2} \\
& +a_{i j 12} \Delta \bar{x}_{2, j}+a_{i j 22} \Delta \bar{x}_{1, i} \Delta \bar{x}_{2, j}+a_{i j 32} \Delta \bar{x}_{1, i}^{2} \Delta \bar{x}_{2, j}  \tag{2.2}\\
& +a_{i j 13} \Delta \bar{x}_{2, j}^{2}+a_{i j 23} \Delta \bar{x}_{1, i} \Delta \bar{x}_{2, j}^{2}+a_{i j 33} \Delta \bar{x}_{1, i}^{2} \Delta \bar{x}_{2, j}^{2}
\end{align*}
$$

with

$$
\begin{equation*}
\Delta \bar{x}_{1, i}=\left(\bar{x}_{1}-\bar{x}_{1, i}\right) \text { and } \Delta \bar{x}_{2, j}=\left(\bar{x}_{2}-\bar{x}_{2, j}\right) . \tag{2.3,2.4}
\end{equation*}
$$

It is preferable to connect $I J$ polynomials at knots aligned as shown in the ( $\bar{x}_{1}, \bar{x}_{2}$ ) projection of Fig. 4, where $I$ and $J$ denote the number of grid lines along $\bar{x}_{1}$ and $\bar{x}_{2}$ in the grid of nodes. Each polynomial is used in a cell $\{i, j\}$ and intersects the node $\bar{Z}_{\{i, j\}}\left(\bar{x}_{1, i}, \bar{x}_{2, j}\right)$ therein. The $\bar{x}_{1, i}^{\mathrm{K}}$ and $\bar{x}_{2, j}^{\mathrm{K}}$ values of the $(I+1)(J+1)$ knots are located at the midpoint between the nodes along $\bar{x}_{1}$ and $\bar{x}_{2}$, so that

$$
\begin{array}{ll}
\bar{x}_{1, i+1}^{\mathrm{K}}=\frac{1}{2}\left(\bar{x}_{1, i}+\bar{x}_{1, i+1}\right), & i=1, \ldots, I-1 \\
\bar{x}_{2, j+1}^{\mathrm{K}}=\frac{1}{2}\left(\bar{x}_{2, j}+\bar{x}_{2, j+1}\right), & j=1, \ldots, J-1 \\
\bar{x}_{1,1}^{\mathrm{K}}=\bar{x}_{1,1}-\frac{1}{2}\left(\bar{x}_{1,2}-\bar{x}_{1,1}\right), & \bar{x}_{1, I+1}^{\mathrm{K}}=\bar{x}_{1, I}+\frac{1}{2}\left(\bar{x}_{1, I}-\bar{x}_{1, I-1}\right), \\
\bar{x}_{2,1}^{\mathrm{K}}=\bar{x}_{2,1}-\frac{1}{2}\left(\bar{x}_{2,2}-\bar{x}_{2,1}\right), \text { and } & \bar{x}_{2, J+1}^{\mathrm{K}}=\bar{x}_{2, J}+\frac{1}{2}\left(\bar{x}_{2, J}-\bar{x}_{2, J-1}\right) . \tag{2.9,2.10}
\end{array}
$$



Figure 4: Grid of nodes and grid of knots in the $\left(\bar{x}_{1}, \bar{x}_{2}\right)$ projection with cell $\{i, j\}$, where the spline polynomial $\bar{z}_{\{i, j\}}\left(\bar{x}_{1}, \bar{x}_{2}\right)$ is valid.

The number of nodes $I J$ is chosen to ensure the required accuracy of the spline function over its full domain $\left[\bar{x}_{1,1}=\bar{x}_{1}\left(x_{1, \text { min }}\right), \bar{x}_{1, I}=\bar{x}_{1}\left(x_{1, \text { max }}\right)\right]$ and $\left[\bar{x}_{2,1}=\bar{x}_{2}\left(x_{2, \min }\right), \bar{x}_{2, J}=\bar{x}_{2}\left(x_{2, \max }\right)\right]$. The nodes are distributed equidistantly along $\bar{x}_{1}$ and $\bar{x}_{2}$, so that a simple search algorithm can be used to determine the cell $\{i, j\}$ in the rectangular grid of knots that fulfills $\bar{x}_{1, i}^{\mathrm{K}} \leq \bar{x}_{1}<\bar{x}_{1, i+1}^{\mathrm{K}}$ and $\bar{x}_{2, j}^{\mathrm{K}} \leq \bar{x}_{2}<\bar{x}_{2, j+1}^{\mathrm{K}}$ for a given pair of transformed variables ( $\bar{x}_{1}, \bar{x}_{2}$ ). For equidistant nodes, and therefore equidistant knots, the indices $i$ and $j$ can easily be calculated from

$$
\begin{equation*}
i=\text { floor }\left(\frac{\bar{x}_{1}-\bar{x}_{1,1}^{\mathrm{K}}}{\Delta \bar{x}_{1}^{\mathrm{K}}}\right) \text { and } \quad j=\text { floor }\left(\frac{\bar{x}_{2}-\bar{x}_{2,1}^{\mathrm{K}}}{\Delta \bar{x}_{2}^{\mathrm{K}}}\right) \text {. } \tag{2.11,2.12}
\end{equation*}
$$

The distribution of nodes and knots can also be manipulated by piecewise equidistant nodes, in ranges for which $\Delta \bar{x}_{1}=\bar{x}_{1, i+1}-\bar{x}_{1, i}$ and $\Delta \bar{x}_{2}=\bar{x}_{2, j+1}-\bar{x}_{2, j}$, respectively, are constant. Furthermore, the node spacing along $x_{1}$ and $x_{2}$ depends on the transformations $\bar{x}_{1}\left(x_{1}\right)$ and $\bar{x}_{2}\left(x_{2}\right)$. Basic principles of these transformations are outlined in Sec. 3.2.2 and described in more detail in [11].

The $9 I J$ coefficients $a_{i j k l}$ of all spline polynomials are obtained from a linear system of equations. Figure 5 illustrates the boundary conditions at a cell, where the superscript K denotes the grid of knots.


- Knot
- Node
— Grid of knots
-- Grid of nodes

Figure 5: Locations of points where boundary conditions are defined for a cell.
Each of the $I J$ polynomials $\bar{z}_{\{i, j\}}\left(\bar{x}_{1}, \bar{x}_{2}\right)$ intersects the node $(i, j)$

$$
\begin{equation*}
\bar{z}_{\{i, j\}}\left(\bar{x}_{1, i}, \bar{x}_{2, j}\right)=\bar{z}_{i, j}\left(\bar{x}_{1, i}, \bar{x}_{2, j}\right) \quad i=1, \ldots, I, \quad j=1, \ldots, J . \tag{2.13}
\end{equation*}
$$

The $\bar{Z}$ values at the midpoints of the cell boundaries $\left(i^{\mathrm{K}}, j\right),\left(i^{\mathrm{K}}+1, j\right),\left(i, j^{\mathrm{K}}\right)$, and $\left(i, j^{\mathrm{K}}+1\right)$, marked with gray circles in Fig. 5, are equal to the corresponding values of the adjacent cells

$$
\begin{array}{ll}
z_{\{i, j\}}\left(\bar{x}_{1, i+1}^{\mathrm{K}}, \bar{x}_{2, j}\right)=z_{\{i+1, j\}}\left(\bar{x}_{1, i+1}^{\mathrm{K}}, \bar{x}_{2, j}\right) & i=1, \ldots, I-1, j=1, \ldots, J, \\
z_{\{i, j\}}\left(\bar{x}_{1, i}, \bar{x}_{2, j+1}^{\mathrm{K}}\right)=z_{\{i, j+1\}}\left(\bar{x}_{1, i}, \bar{x}_{2, j+1}^{\mathrm{K}}\right) & i=1, \ldots, I, \quad j=1, \ldots, J-1 .
\end{array}
$$

Furthermore, the derivatives $\left(\partial \bar{z} / \partial \bar{x}_{1}\right)_{\bar{x}_{2}}$ at $\left(i^{\mathrm{K}}, j\right)$ and $\left(i^{\mathrm{K}}+1, j\right)$, as well as $\left(\partial \overline{\mathrm{z}} / \partial \bar{x}_{2}\right)_{\bar{x}_{1}}$ at $\left(i, j^{\mathrm{K}}\right)$ and $\left(i, j^{K}+1\right)$, are equal to the corresponding derivatives of the adjacent cells

$$
\begin{align*}
& \left.\left(\frac{\partial \bar{z}}{\partial \bar{x}_{1}}\right)_{\bar{x}_{2}}\right|_{\{i, j\}}\left(\bar{x}_{1, i+1}^{\mathrm{K}}, \bar{x}_{2, j}\right)=\left.\left(\frac{\partial \bar{z}}{\partial \bar{x}_{1}}\right)_{\bar{x}_{2}}\right|_{\{i+1, j\}}\left(\bar{x}_{1, i+1}^{\mathrm{K}}, \bar{x}_{2, j}\right) \quad i=1, \ldots, I-1, \quad j=1, \ldots, J,  \tag{2.16}\\
& \left.\left(\frac{\partial \bar{z}}{\partial \bar{x}_{2}}\right)_{\bar{x}_{1}}\right|_{\{i, j\}}\left(\bar{x}_{1, i}, \bar{x}_{2, j+1}^{\mathrm{K}}\right)=\left.\left(\frac{\partial \bar{z}}{\partial \bar{x}_{2}}\right)_{\bar{x}_{1}}\right|_{\{i, j+1\}}\left(\bar{x}_{1, i}, \bar{x}_{2, j+1}^{\mathrm{K}}\right) \quad i=1, \ldots, I, \quad j=1, \ldots, J-1 . \tag{2.17}
\end{align*}
$$

In addition, the $\bar{Z}$ values and the crossed derivatives $\left(\partial^{2} \bar{Z} /\left(\partial \bar{x}_{1} \partial \bar{x}_{2}\right)\right)$ at the four knots at the corners $\left(i^{\mathrm{K}}, j^{\mathrm{K}}\right),\left(i^{\mathrm{K}}, j^{\mathrm{K}}+1\right),\left(i^{\mathrm{K}}+1, j^{\mathrm{K}}\right)$, and $\left(i^{\mathrm{K}}+1, j^{\mathrm{K}}+1\right)$ are equal to the corresponding values of the neighboring cells

$$
\begin{array}{ll}
z_{\{i, j\}}\left(\bar{x}_{1, i+1}^{\mathrm{K}}, \bar{x}_{2, j}^{\mathrm{K}}\right)=z_{\{i+1, j\}}\left(\bar{x}_{1, i+1}^{\mathrm{K}}, \bar{x}_{2, j}^{\mathrm{K}}\right) & i=1, \ldots, I-1, \quad j=1, \ldots, J, \\
z_{\{i, J\}}\left(\bar{x}_{1, i+1}^{\mathrm{K}}, \bar{x}_{2, J+1}^{\mathrm{K}}\right)=z_{\{i+1, J\}}\left(\bar{x}_{1, i+1}^{\mathrm{K}}, \bar{x}_{2, J+1}^{\mathrm{K}}\right) & i=1, \ldots, I-1, \\
z_{\{i, j\}}\left(\bar{x}_{1, i}^{\mathrm{K}}, \bar{x}_{2, j+1}^{\mathrm{K}}\right)=z_{\{i, j+1\}}\left(\bar{x}_{1, i}^{\mathrm{K}}, \bar{x}_{2, j+1}^{\mathrm{K}}\right) & i=1, \ldots, I, \quad j=1, \ldots, J-1, \\
\mathrm{Z}_{\{I, j\}}\left(\bar{x}_{1, I+1}^{\mathrm{K}}, \bar{x}_{2, j+1}^{\mathrm{K}}\right)=z_{\{I, j+1\}}\left(\bar{x}_{1, I+1}^{\mathrm{K}}, \bar{x}_{2, j+1}^{\mathrm{K}}\right) & j=1, \ldots, J-1, \\
\left.\frac{\partial^{2} \bar{Z}}{\partial \bar{x}_{1} \partial \bar{x}_{2}}\right|_{\{i, j\}}\left(\bar{x}_{1, i+1}^{\mathrm{K}}, \bar{x}_{2, j}^{\mathrm{K}}\right)=\left.\frac{\partial^{2} \bar{Z}}{\partial \bar{x}_{1} \partial \bar{x}_{2}}\right|_{\{i+1, j\}}\left(\bar{x}_{1, i+1}^{\mathrm{K}}, \bar{x}_{2, j}^{\mathrm{K}}\right) & i=1, \ldots, I-1, \quad j=1, \ldots, J, \\
\left.\frac{\partial^{2} \bar{Z}}{\partial \bar{x}_{1} \partial \bar{x}_{2}}\right|_{\{i, J\}}\left(\bar{x}_{1, i+1}^{\left.\mathrm{K}, \bar{x}_{2, J+1}^{\mathrm{K}}\right)=\left.\frac{\partial^{2} \bar{Z}}{\partial \bar{x}_{1} \partial \bar{x}_{2}}\right|_{\{i+1, J\}}\left(\bar{x}_{1, i+1}^{\mathrm{K}}, \bar{x}_{2, J+1}^{\mathrm{K}}\right)}\right. & i=1, \ldots, I-1, \\
\left.\frac{\partial^{2} \bar{Z}}{\partial \bar{x}_{1} \partial \bar{x}_{2}}\right|_{\{i, j\}}\left(\bar{x}_{1, i}^{\mathrm{K}}, \bar{x}_{2, j+1}^{\mathrm{K}}\right)=\left.\frac{\partial^{2} \bar{Z}}{\partial \bar{x}_{1} \partial \bar{x}_{2}}\right|_{\{i, j+1\}}\left(\bar{x}_{1, i}^{\mathrm{K}}, \bar{x}_{2, j+1}^{\mathrm{K}}\right) & i=1, \ldots, I, \\
\left.\frac{\partial^{2} \bar{Z}}{\partial \bar{x}_{1} \partial \bar{x}_{2}}\right|_{\{I, j\}}\left(\bar{x}_{1, I+1}^{\mathrm{K}}, \bar{x}_{2, j+1}^{\mathrm{K}}\right)=\left.\frac{\partial^{2} \bar{Z}}{\partial \bar{x}_{1} \partial \bar{x}_{2}}\right|_{\{I, j+1\}}\left(\bar{x}_{1, I+1}^{\left.\mathrm{K}, \bar{x}_{2, j+1}^{\mathrm{K}}\right)}\right. & j=1, \ldots, J-1, \prime, \ldots, J-1 .
\end{array}
$$

At the outer boundaries of the grid of knots, the following values are provided

$$
\begin{array}{ll}
\left.\left(\frac{\partial \bar{z}}{\partial \bar{x}_{1}}\right)_{\bar{x}_{2}}\right|_{\{1, j\}}\left(\bar{x}_{1,1}^{\mathrm{K}}, \bar{x}_{2, j}\right)=\left(\frac{\partial \bar{z}}{\partial \bar{x}_{1}}\right)_{\bar{x}_{2}}\left(\bar{x}_{1,1}^{\mathrm{K}}, \bar{x}_{2, j}\right) & j=1, \ldots, J, \\
\left.\left(\frac{\partial \bar{z}}{\partial \bar{x}_{1}}\right)_{\bar{x}_{2}}\right|_{\{I, j\}}\left(\bar{x}_{1, I+1}^{\mathrm{K}}, \bar{x}_{2, j}\right)=\left(\frac{\partial \bar{Z}}{\partial \bar{x}_{1}}\right)_{\bar{x}_{2}}\left(\bar{x}_{1, I+1}^{\mathrm{K}}, \bar{x}_{2, j}\right) & j=1, \ldots, J, \\
\left.\left(\frac{\partial \bar{z}}{\partial \bar{x}_{2}}\right)_{\bar{x}_{1}}\right|_{\{i, 1\}}\left(\bar{x}_{1, i}, \bar{x}_{2,1}^{\mathrm{K}}\right)=\left(\frac{\partial \bar{z}}{\partial \bar{x}_{2}}\right)_{\bar{x}_{1}}\left(\bar{x}_{1, i}, \bar{x}_{2,1}^{\mathrm{K}}\right) & i=1, \ldots, I, \tag{2.28}
\end{array}
$$

$$
\begin{align*}
& \left(\frac{\partial \bar{Z}}{\partial \bar{x}_{2}}\right)_{\bar{x}_{1}}^{\left.\right|_{\{i, J\}}}\left(\bar{x}_{1, i}, \bar{x}_{2, J+1}^{\mathrm{K}}\right)=\left(\frac{\partial \bar{z}}{\partial \bar{x}_{2}}\right)_{\bar{x}_{1}}\left(\bar{x}_{1, i}, \bar{x}_{2, J+1}^{\mathrm{K}}\right) \quad i=1, \ldots, I,  \tag{2.29}\\
& \left.\frac{\partial^{2} \bar{z}}{\partial \bar{x}_{1} \partial \bar{x}_{2}}\right|_{\{1,1\}}\left(\bar{x}_{1,1}^{\mathrm{K}}, \bar{x}_{2,1}^{\mathrm{K}}\right)=\frac{\partial^{2} \bar{Z}}{\partial \bar{x}_{1} \partial \bar{x}_{2}}\left(\bar{x}_{1,1}^{\mathrm{K}}, \bar{x}_{2,1}^{\mathrm{K}}\right),  \tag{2.30}\\
& \left.\frac{\partial^{2} \bar{z}}{\partial \bar{x}_{1} \partial \bar{x}_{2}}\right|_{\{I, 1\}}\left(\bar{x}_{1, I+1}^{\mathrm{K}}, \bar{x}_{2,1}^{\mathrm{K}}\right)=\frac{\partial^{2} \bar{z}}{\partial \bar{x}_{1} \partial \bar{x}_{2}}\left(\bar{x}_{1, I+1}^{\mathrm{K}}, \bar{x}_{2,1}^{\mathrm{K}}\right),  \tag{2.31}\\
& \left.\frac{\partial^{2} \bar{z}}{\partial \bar{x}_{1} \partial \bar{x}_{2}}\right|_{\{1, J\}}\left(\bar{x}_{1,1}^{\mathrm{K}}, \bar{x}_{2, J+1}^{\mathrm{K}}\right)=\frac{\partial^{2} \bar{z}}{\partial \bar{x}_{1} \partial \bar{x}_{2}}\left(\bar{x}_{1,1}^{\mathrm{K}}, \bar{x}_{2, J+1}^{\mathrm{K}}\right),  \tag{2.32}\\
& \left.\frac{\partial^{2} \bar{z}}{\partial \bar{x}_{1} \partial \bar{x}_{2}}\right|_{\{I, J\}}\left(\bar{x}_{1, I+1}^{\mathrm{K}}, \bar{x}_{2, J+1}^{\mathrm{K}}\right)=\frac{\partial^{2} \bar{z}}{\partial \bar{x}_{1} \partial \bar{x}_{2}}\left(\bar{x}_{1, I+1}^{\mathrm{K}}, \bar{x}_{2, J+1}^{\mathrm{K}}\right) . \tag{2.33}
\end{align*}
$$

The continuous behavior of the spline function and its first derivatives at the boundaries between the cells is mathematically proven for the solution of the Eqs. (2.13-2.33), as explained in [13].

The number and distribution of nodes is optimized to ensure the required accuracy of $z^{\text {SPL }}\left(x_{1}, x_{2}\right)$ over the whole range of validity. Once all the coefficients $a_{i j k l}$ are determined, they are stored together with the values of the nodes and knots in a look-up table. This table and the associated algorithm for calculating the spline function is written to a source code file for application in computer programs (see Sec. 10).

In order to calculate $z^{\mathrm{SPL}}\left(x_{1}, x_{2}\right)$, the variables $x_{1}$ and $x_{2}$ are first transformed into $\bar{x}_{1}$ and $\bar{x}_{2}$ with the corresponding transformation functions. Equations (2.11, 2.12) give the indices $i$ and $j$ of the corresponding cell. The transformed variable $\bar{z}$ is then calculated from the spline polynomial $\bar{z}_{\{i, j\}}\left(\bar{x}_{1}, \bar{x}_{2}\right)$, Eq. (2.1), and is converted to $z$ with the inverse transformation function.

### 3.2.2. Transformations

In order to increase the accuracy of a bi-quadratic spline function, the coordinates are transformed in such a way that the third derivatives, i.e., the change in curvature, is reduced. Both independent variables $x_{1}$ and $x_{2}$, as well as the dependent variable $z$, can be transformed with functions of the form $\bar{x}_{1}\left(x_{1}\right), \bar{x}_{2}\left(x_{2}\right)$, and $\bar{z}(z)$. If $\bar{z}(z)$ is nearly proportional to $\bar{x}_{1}\left(x_{1}\right)$ at constant $\bar{x}_{2}$ and $\bar{z}(z)$ is nearly proportional to $\bar{x}_{2}\left(x_{2}\right)$ at constant $\bar{x}_{1}$, then the change in curvature of the transformed function $\bar{z}\left(\bar{x}_{1}, \bar{x}_{2}\right)$ is reduced as compared to that of $z\left(x_{1}, x_{2}\right)$.

The transformation functions must be continuous and monotonic. An analytic solution for the inverse transformation function $z(\bar{z})$ is needed. For the inverse spline functions $x_{1}^{\mathrm{INV}}\left(z, x_{2}\right)$ and $x_{2}^{\text {INV }}\left(x_{1}, z\right)$, the inverse transformation functions $x_{1}\left(\bar{x}_{1}\right)$ and $x_{2}\left(\bar{x}_{2}\right)$ should also be analytical.

In Secs. 4-7, where the SBTL method is applied to several property functions, the increased accuracy resulting from transformations is demonstrated. In many cases, several alternative analogous transformations of $z, x_{1}$, and $x_{2}$ are feasible. Due to more suitable node distributions,
transformations of $x_{1}$ and $x_{2}$ into $\bar{x}_{1}$ and $\bar{x}_{2}$ are usually superior to the transformation of $z$. If required, accuracy and computing time of the spline function itself and its inverse spline functions must be assessed for the different transformation approaches to determine the tradeoff between these criteria.

Fast, non-iterative algorithms to determine the cell $\{i, j\}$ for a given pair of transformed variables $\left(\bar{x}_{1}, \bar{x}_{2}\right)$ require a rectangular cell structure. In combination with the demands for the continuity of the bi-quadratic spline function and its first derivatives, this leads to a grid of nodes with a rectangular outer boundary in the ( $\bar{x}_{1}, \bar{x}_{2}$ ) plane. This rectangle must include the required range of validity. States beyond the range of validity must be extrapolated from the equation of state or with suitable extrapolation techniques.

In order to avoid extrapolations and to more efficiently control the node distribution across the grid within the range of validity, additional variable transformations can be applied. Through the use of these so-called scaling transformations of the form $\bar{x}_{1}\left(x_{1}, x_{2}\right)$ and/or $\bar{x}_{2}\left(x_{2}, x_{1}\right)$, the irregular shaped range of validity is converted into a rectangle. For this purpose, the boundaries of the range of validity are described with auxiliary spline functions of the form $x_{1, \min }\left(x_{2}\right), x_{1, \max }\left(x_{2}\right)$, $x_{2, \text { min }}\left(x_{1}\right)$, and $x_{2, \max }\left(x_{1}\right)$.

If, for instance, the variable $x_{1}$ is to be scaled between the boundary curves $x_{1, \min }\left(x_{2}\right)$ and $x_{1, \max }\left(x_{2}\right)$, see Fig. 6, the form of the scaled variable transformation reads

$$
\begin{equation*}
\bar{x}_{1}\left(x_{1}, x_{2}\right)=\bar{x}_{1}\left(x_{1}, x_{1, \min }\left(x_{2}\right), x_{1, \max }\left(x_{2}\right)\right) . \tag{2.34}
\end{equation*}
$$

For example, Eq. (2.34) could be expressed as a linear scaling function for $x_{1}$ between $x_{1 \text {,min }}\left(x_{2}\right)$ and $x_{1, \text { max }}\left(x_{2}\right)$ with

$$
\begin{equation*}
\bar{x}_{1}\left(x_{1}, x_{2}\right)=\frac{\bar{x}_{1, \text { max }}-\bar{x}_{1, \text { min }}}{x_{1, \text { max }}\left(x_{2}\right)-x_{1, \text { min }}\left(x_{2}\right)} \cdot\left(x_{1}-x_{1, \text { min }}\left(x_{2}\right)\right)+\bar{x}_{1, \text { min }}, \tag{2.35}
\end{equation*}
$$

where $\bar{x}_{1, \min }$ and $\bar{x}_{2, \max }$ are free parameters chosen appropriately as the minimum and maximum values of the transformed coordinate. Figure 7 shows the range of validity and the grid of nodes in transformed coordinates.

The spline functions for the liquid phase in the ( $v, u$ ) plane (see Sec. 4) are insightful examples for these transformation techniques. Another useful transformation approach results from the combination of the dependent variable $z$ and the independent variables $x_{1}$ and/or $x_{2}$. A transformation of the form $\bar{z}\left(z, x_{1}, x_{2}\right)$ can be used in some cases to efficiently reduce the change in curvature. If, for instance, the specific volume in the gas phase is calculated from the pressure $p$ and another property $x_{2}$, i.e., $v\left(x_{1}=p, x_{2}\right)$, the transformed specific volume $\bar{v}(v, p)=p v$ is preferably used as an independent variable. In Sec. 4, the spline-based property function $v^{G}(p, h)$ shows how this variable transformation technique is applied.

The concepts explained above offer several alternatives to create a spline function, and can be combined. Considering the requirements for accuracy, computing speed, range of validity, and memory consumption, transformation techniques must be assessed and the most suitable variant must be chosen. More details on variable transformations are given in [11].


Figure 6: Projection of the grid of nodes in untransformed coordinates.

### 3.2.3. Inverse Spline Functions

From the spline function $z^{\text {SPL }}\left(x_{1}, x_{2}\right)$, the inverse spline functions $x_{1}^{\mathrm{INV}}\left(z, x_{2}\right)$ and $x_{2}^{\text {INV }}\left(x_{1}, z\right)$ can be calculated with complete numerical consistency. This is demonstrated for $x_{1}^{\mathrm{INV}}\left(z, x_{2}\right)$. The transformed variable $\bar{x}_{1}$ is obtained by solving the polynomial $\bar{z}_{\{i, j\}}\left(\bar{x}_{1}, \bar{x}_{2}\right)$, Eq. (2.1), which results in

$$
\begin{equation*}
\bar{x}_{1,\{i, j\}}^{\mathrm{INV}}\left(\bar{z}, \bar{x}_{2}\right)=\frac{\left(-B_{i j} \pm \sqrt{B_{i j}^{2}-4 A_{i j} C_{i j}(\bar{z})}\right)}{2 A_{i j}}+\bar{x}_{1, i} \tag{2.36}
\end{equation*}
$$

with

$$
\begin{aligned}
& A_{i j}=a_{i j 31}+\Delta \bar{x}_{2, j}\left(a_{i j 32}+a_{i j 33} \Delta \bar{x}_{2, j}\right), \\
& B_{i j}=a_{i j 21}+\Delta \bar{x}_{2, j}\left(a_{i j 22}+a_{i j 23} \Delta \bar{x}_{2, j}\right), \text { and } \\
& C_{i j}(\bar{z})=a_{i j 11}+\Delta \bar{x}_{2, j}\left(a_{i j 12}+a_{i j 13} \Delta \bar{x}_{2, j}\right)-\bar{z},
\end{aligned}
$$

where $\Delta \bar{x}_{2, j}$ is calculated from Eq. (2.4).

For a monotonic function $\bar{Z}_{\{i, j\}}\left(\bar{x}_{1}\right)_{\bar{x}_{2}}$ in the cell $\{i, j\}$, the sign ( $\pm$ ) in Eq. (2.36) is negative if $\operatorname{sgn}\left(A_{i j}\right) \cdot\left(\partial \bar{z} / \partial \bar{x}_{1}\right)_{\bar{x}_{2}} \cdot\left(\partial^{2} \bar{z} / \partial \bar{x}_{1}^{2}\right)_{\bar{X}}<0$, otherwise it is positive. The inequality yields $B_{i j}<0$. Therefore, the sign $( \pm)$ in Eq. (2.36) equals $\operatorname{sgn}\left(B_{i j}\right)$ if the spline polynomial is monotonic in the cell $\{i, j\}$ for fixed values of $\bar{x}_{2}$.

In order to determine the cell indices $i$ and $j$ from Eqs. $(2.11,2.12)$ in the $\left(\bar{x}_{1}, \bar{x}_{2}\right)$ plane for given values of $\bar{z}$ and $\bar{x}_{2}$, an auxiliary spline function $\bar{x}_{1}^{\mathrm{AUX}}\left(\bar{z}, \bar{x}_{2}\right)$ is used to calculate an estimate for $\bar{x}_{1}$.

To calculate the value of $x_{1}$ for given values of $z$ and $x_{2}, z$ and $x_{2}$ are first transformed into $\bar{z}$ and $\bar{x}_{2}$. The cell indices $i$ and $j$ that belong to the given values for ( $\bar{z}, \bar{x}_{2}$ ) are then determined with the auxiliary spline function $\bar{X}_{1}^{\text {AUX }}\left(\bar{z}, \bar{X}_{2}\right)$ and Eqs. (2.11, 2.12). Then, the inverse spline polynomial $\bar{X}_{1,\{i, j\}}^{\mathrm{INV}}\left(\bar{z}, \bar{x}_{2}\right)$, Eq. (2.36), is calculated. The result must fulfill the condition $\bar{x}_{1, i}^{\mathrm{K}} \leq \bar{x}_{1} \leq \bar{x}_{1, i+1}^{\mathrm{K}}$; otherwise, the index $i$ needs to be incremented or decremented and the calculation repeated. Eventually, $\bar{x}_{1}$ is converted to $x_{1}$ with the inverse transformation function $x_{1}\left(\bar{x}_{1}\right)$.

Non-monotonic functions have two valid solutions in the cell $\{i, j\}$ where the extremum of $\bar{z}_{\{i, j\}}\left(\bar{x}_{1}\right)_{\bar{x}_{2}}$ is located. This extremum is calculated from

$$
\begin{equation*}
\hat{\bar{x}}_{1,\{i, j\}}=-\frac{B_{i j}}{2 A_{i j}}+\bar{x}_{1, i} \tag{2.37}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{\bar{Z}}_{\{i, j\}}=A_{i j} \cdot\left(\hat{\bar{x}}_{1,\{i, j\}}-\bar{x}_{1, i}\right)^{2}+B_{i j} \cdot\left(\hat{\bar{x}}_{1,\{i, j\}}-\bar{x}_{1, i}\right)+a_{i j 11}+\Delta \bar{x}_{2, j}\left(a_{i j 12}+a_{i j 13} \Delta \bar{x}_{2, j}\right) \tag{2.38}
\end{equation*}
$$

If a scaling transformation (see Sec. 3.2.2) is applied with the dependent variable of the inverse spline function, e.g., $x_{1}$, where $x_{2}$ is scaled with $\bar{x}_{2}\left(x_{2}, x_{1}\right)$, an analytic solution of the inverse spline function cannot be provided. Instead, a one-dimensional Newton iteration should be applied to solve

$$
\begin{equation*}
f\left(x_{1}\right)=0=z^{\mathrm{SPL}}\left(x_{1}\right)_{x_{2}}-z \tag{2.39}
\end{equation*}
$$

with the following procedure

$$
\begin{equation*}
x_{1, k+1}=x_{1, k}-\frac{f\left(x_{1, k}\right)}{\frac{\mathrm{d} f}{\mathrm{~d} x_{1}}\left(x_{1, k}\right)}, \tag{2.40}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{\mathrm{d} f}{\mathrm{~d} x_{1}}\left(x_{1, k}\right)=\left(\frac{\partial z}{\partial x_{1}}\right)_{x_{2}}\left(x_{1, k}\right) . \tag{2.41}
\end{equation*}
$$

The calculation of spline-function derivatives is explained in Sec. 3.2.4.
The coefficients of the auxiliary spline polynomial are stored together with the coefficients of the original spline polynomial along with values of nodes and knots in the look-up table. This table, and the associated algorithm for calculating the inverse spline function, is written to a source code file for application in computer programs (see Sec. 10).

The inverse spline function $x_{2}^{\mathrm{INV}}\left(x_{1}, z\right)$ can be calculated in a similar manner with the equation

$$
\begin{equation*}
\bar{x}_{2,\{i, j\}}^{\operatorname{INV}}\left(\bar{x}_{1}, \bar{z}\right)=\frac{\left(-B_{i j} \pm \sqrt{B_{i j}^{2}-4 A_{i j} C_{i j}(\bar{z})}\right)}{2 A_{i j}}+\bar{x}_{2, j} \tag{2.42}
\end{equation*}
$$

where

$$
\begin{aligned}
& A_{i j}=a_{i j 13}+\Delta \bar{x}_{1, i}\left(a_{i j 23}+a_{i j 33} \Delta \bar{x}_{1, i}\right), \\
& B_{i j}=a_{i j 12}+\Delta \bar{x}_{1, i}\left(a_{i j 22}+a_{i j 32} \Delta \bar{x}_{1, i}\right), \text { and } \\
& C_{i j}(\bar{z})=a_{i j 11}+\Delta \bar{x}_{1, i}\left(a_{i j 21}+a_{i j 31} \Delta \bar{x}_{1, i}\right)-\bar{z},
\end{aligned}
$$

and $\Delta \bar{x}_{1, i}$ is calculated from Eq. (2.3). For monotonic functions $\bar{z}_{\{i, j\}}\left(\bar{x}_{2}\right)_{\bar{x}_{1}}$ in the cell $\{i, j\}$, the sign $( \pm)$ in Eq. (2.42) equals $\operatorname{sgn}\left(B_{i j}\right)$, as described earlier in this section.

Algorithms for the calculation of inverse functions in the two-phase region depend on the formulation of the equilibrium condition. Practical examples are given in the Appendix. A comprehensive description of the calculation of the inverse spline functions is given in [11].

### 3.2.4. Derivatives

The first derivatives of the spline function $z^{\text {SPL }}\left(x_{1}, x_{2}\right)$ with respect to the independent variables $x_{1}$ and $x_{2}$ are calculated analytically from

$$
\begin{equation*}
\left(\frac{\partial z_{\{i, j\}}}{\partial x_{1}}\right)_{X_{2}}=\frac{\left(\frac{\partial z_{\{i, j\}}}{\partial \bar{x}_{1}}\right)_{\bar{x}_{2}} \cdot\left(\frac{\partial x_{2}}{\partial \bar{x}_{2}}\right)_{\bar{x}_{1}}-\left(\frac{\partial z_{\{i, j\}}}{\partial \bar{x}_{2}}\right)_{\bar{x}_{1}} \cdot\left(\frac{\partial x_{2}}{\partial \bar{x}_{1}}\right)_{\bar{x}_{2}}}{\left(\frac{\partial x_{1}}{\partial \bar{x}_{1}}\right)_{\bar{x}_{2}} \cdot\left(\frac{\partial x_{2}}{\partial \bar{x}_{2}}\right)_{\bar{x}_{1}}-\left(\frac{\partial x_{1}}{\partial \bar{x}_{2}}\right)_{\bar{x}_{1}} \cdot\left(\frac{\partial x_{2}}{\partial \bar{x}_{1}}\right)_{\bar{x}_{2}}} \tag{2.43}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\frac{\partial z_{\{i, j\}}}{\partial x_{2}}\right)_{x_{1}}=\frac{\left(\frac{\partial z_{\{i, j\}}}{\partial \bar{x}_{2}}\right)_{\bar{x}_{1}} \cdot\left(\frac{\partial x_{1}}{\partial \bar{x}_{1}}\right)_{\bar{x}_{2}}-\left(\frac{\partial z_{\{i, j\}}}{\partial \bar{x}_{1}}\right)_{\bar{x}_{2}} \cdot\left(\frac{\partial x_{1}}{\partial \bar{x}_{2}}\right)_{\bar{x}_{1}}}{\left(\frac{\partial x_{2}}{\partial \bar{x}_{2}}\right)_{\bar{x}_{1}} \cdot\left(\frac{\partial x_{1}}{\partial \bar{x}_{1}}\right)_{\bar{x}_{2}}-\left(\frac{\partial x_{2}}{\partial \bar{x}_{1}}\right)_{\bar{x}_{2}} \cdot\left(\frac{\partial x_{1}}{\partial \bar{x}_{2}}\right)_{\bar{x}_{1}}}, \tag{2.44}
\end{equation*}
$$

where

$$
\begin{align*}
& \left(\frac{\partial z_{\{i, j\}}}{\partial \bar{x}_{1}}\right)_{\bar{x}_{2}}=\left(\frac{\partial \bar{z}_{\{i, j\}}}{\partial \bar{x}_{1}}\right)_{\bar{x}_{2}} \cdot\left(\frac{\partial z}{\partial \bar{z}}\right)_{\bar{x}_{2}} \text { and }  \tag{2.45}\\
& \left(\frac{\partial z_{\{i, j\}}}{\partial \bar{x}_{2}}\right)_{\bar{x}_{1}}=\left(\frac{\partial \bar{z}_{\{i, j\}}}{\partial \bar{x}_{2}}\right)_{\bar{x}_{1}} \cdot\left(\frac{\partial z}{\partial \bar{z}}\right)_{\bar{x}_{1}} . \tag{2.46}
\end{align*}
$$

The derivatives of the general transformation functions $\bar{z}\left(z, \bar{x}_{1}, \bar{x}_{2}\right)$ are simplified to

$$
\begin{align*}
& \left(\frac{\partial z}{\partial \bar{z}}\right)_{\bar{x}_{1}}=\left(\frac{\mathrm{d} z}{\mathrm{~d} \bar{z}}\right) \text { and }  \tag{2.47}\\
& \left(\frac{\partial z}{\partial \bar{z}}\right)_{\bar{X}_{2}}=\left(\frac{\mathrm{d} z}{\mathrm{~d} \bar{z}}\right) \tag{2.48}
\end{align*}
$$

if the transformation of $\bar{z}$ is independent of $\bar{x}_{1}$ and $\bar{x}_{2}$, i.e., $\bar{z}(z)$.
If no scaling transformations are applied, i.e., if $\bar{x}_{1}$ is independent of $x_{2}$ and $\bar{x}_{2}$ is independent of $x_{1}$, the derivatives of the inverse transformation functions

$$
\left(\frac{\partial x_{1}}{\partial \bar{x}_{2}}\right)_{\bar{x}_{1}} \text { and }\left(\frac{\partial x_{2}}{\partial \bar{x}_{1}}\right)_{\bar{x}_{2}}
$$

become zero, and Eqs. $(2.43,2.44)$ are simplified to

$$
\begin{equation*}
\left(\frac{\partial z_{\{i, j\}}}{\partial x_{1}}\right)_{x_{2}}=\left(\frac{\partial z_{\{i, j\}}}{\partial \bar{x}_{1}}\right)_{\bar{x}_{2}} \cdot\left(\frac{\mathrm{~d} \bar{x}_{1}}{\mathrm{~d} x_{1}}\right) \tag{2.49}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\frac{\partial z_{\{i, j\}}}{\partial x_{2}}\right)_{x_{1}}=\left(\frac{\partial z_{\{i, j\}}}{\partial \bar{x}_{2}}\right)_{\bar{x}_{1}} \cdot\left(\frac{\mathrm{~d} \bar{x}_{2}}{\mathrm{~d} x_{2}}\right) . \tag{2.50}
\end{equation*}
$$

The derivatives of the spline function with transformed variables, Eq. (2.1), within cell $\{i, j\}$ are calculated from

$$
\left.\begin{array}{rl}
\left(\frac{\partial \bar{z}_{\{i, j\}}}{\partial \bar{x}_{1}}\right)_{\bar{x}_{2}}\left(\bar{x}_{1},\right. & \left.\bar{x}_{2}\right)
\end{array}\right)=a_{i j 21}+2 a_{i j 31} \Delta \bar{x}_{1, i} .
$$

and

$$
\begin{align*}
\left(\frac{\partial \bar{z}_{\{i, j\}}}{\partial \bar{x}_{2}}\right)_{\bar{x}_{1}}\left(\bar{x}_{1}, \bar{x}_{2}\right) & =a_{i j 12}+2 a_{i j 13} \Delta \bar{x}_{2, j} \\
& +a_{i j 22} \Delta \bar{x}_{1, i}+2 a_{i j 23} \Delta \bar{x}_{1, i} \Delta \bar{x}_{2, j}  \tag{2.52}\\
& +a_{i j 32} \Delta \bar{x}_{1, i}^{2}+2 a_{i j 33} \Delta \bar{x}_{1, i}^{2} \Delta \bar{x}_{2, j}
\end{align*}
$$

### 3.2.5. Calculations in the Two-Phase Region

In order to calculate properties in the fluid two-phase region, the equilibrium condition must be described in a suitable manner. The saturation states could be calculated from the Maxwell criterion, i.e., equal pressures and specific Gibbs energies at constant temperature for both phases; but for the sake of simplicity, a function for the relation of pressure and temperature at saturation should be used instead.

If one of the variables $x_{1}$ or $x_{2}$ represents either pressure or temperature, the saturation curve can be described with the saturation temperature $T_{\mathrm{s}}(p)$ or the saturation pressure $p_{\mathrm{s}}(T)$, respectively. For example, if spline functions are needed for the ( $x_{1}, x_{2}$ ) plane, where $x_{1}$ is the pressure and $x_{2}$ is not the temperature, the saturation curve is described by $T_{\mathrm{s}}(p)$. Additionally, spline functions for both the liquid and the vapor phases, $T^{\mathrm{L}}\left(x_{1}=p, x_{2}\right)$ and $T^{\mathrm{G}}\left(x_{1}=p, x_{2}\right)$, must be provided. With their inverse spline functions $x_{2}^{\mathrm{L}}\left(x_{1}=p, T\right)$ and $x_{2}^{\mathrm{G}}\left(x_{1}=p, T\right)$, the saturated properties in the liquid phase $x_{2}^{\prime}$ and in the vapor phase $x_{2}^{\prime \prime}$ are calculated. Then, the desired massspecific properties $z\left(x_{1}=p, x_{2}\right)$ in the two-phase region can be calculated with the relation

$$
\begin{equation*}
z\left(x_{1}, x_{2}\right)=z^{\prime}+\frac{x_{2}-x_{2}^{\prime}}{x_{2}^{\prime \prime}-x_{2}^{\prime}}\left(z^{\prime \prime}-z^{\prime}\right) \tag{2.53}
\end{equation*}
$$

where $x_{1}=p, z^{\prime}=z^{\mathrm{L}}\left(x_{1}=p, x_{2}=x_{2}^{\prime}\right)$, and $z^{\prime \prime}=z^{G}\left(x_{1}=p, x_{2}=x_{2}^{\prime \prime}\right)$.
Consequently, the calculation of $z\left(x_{1}, x_{2}\right)$ in the two-phase region is numerically consistent with values in the single-phase regions, and a phase test to determine if a given state ( $x_{1}, x_{2}$ ) is located either in the single-phase region or in the two-phase region is distinct and simple. As an example, an algorithm for calculating the properties in the two-phase region from $(p, h)$ is given in Appendix A1. The inverse calculations from ( $p, s$ ) and $(h, s)$ are given in Appendices A2 and A3.

If $x_{1}$ and $x_{2}$ are neither pressure nor temperature, the properties in the two-phase region must be calculated by iteration. Again, the relationship between pressure and temperature at saturation can be described with a function $T_{\mathrm{s}}(p)$. Then, for given properties $x_{1}$ and $x_{2}$, the set of equations $\boldsymbol{F}(\boldsymbol{X})$, Eqs. (2.54-2.58),

$$
\begin{align*}
& \boldsymbol{F}_{1}(\boldsymbol{X})=0=p^{\mathrm{L}}\left(x_{1}^{\prime}, x_{2}^{\prime}\right)-p_{\mathrm{s}},  \tag{2.54}\\
& \boldsymbol{F}_{2}(\boldsymbol{X})=0=p^{\mathrm{G}}\left(x_{1}^{\prime \prime}, x_{2}^{\prime \prime}\right)-p_{\mathrm{s}},  \tag{2.55}\\
& \boldsymbol{F}_{3}(\boldsymbol{X})=0=T^{\mathrm{L}}\left(x_{1}^{\prime}, x_{2}^{\prime}\right)-T_{\mathrm{s}}\left(p_{\mathrm{s}}\right),  \tag{2.56}\\
& \boldsymbol{F}_{4}(\boldsymbol{X})=0=T^{\mathrm{G}}\left(x_{1}^{\prime \prime}, x_{2}^{\prime \prime}\right)-T_{\mathrm{s}}\left(p_{\mathrm{s}}\right), \text { and }  \tag{2.57}\\
& \boldsymbol{F}_{5}(\boldsymbol{X})=0=\frac{x_{1}-x_{1}^{\prime}}{x_{1}^{\prime \prime}-x_{1}^{\prime}}-\frac{x_{2}-x_{2}^{\prime}}{x_{2}^{\prime \prime}-x_{2}^{\prime}} \tag{2.58}
\end{align*}
$$

must be solved for the vector of unknowns $\boldsymbol{X}=\left(p_{\mathrm{s}}, x_{1}^{\prime}, x_{1}^{\prime \prime}, x_{2}^{\prime}, x_{2}^{\prime \prime}\right)^{\mathrm{T}}$. This can be done through the use of Newton's method for non-linear systems of equations by solving

$$
\begin{align*}
& \boldsymbol{J}\left(\boldsymbol{X}_{k}\right) \Delta \boldsymbol{X}_{k}=\boldsymbol{F}\left(\boldsymbol{X}_{k}\right) \text { and }  \tag{2.59}\\
& \boldsymbol{X}_{k+1}=\boldsymbol{X}_{k}-\Delta \boldsymbol{X}_{k} \tag{2.60}
\end{align*}
$$

in each iteration step $k$ until convergence is reached. The Jacobian matrix $\boldsymbol{J}(\boldsymbol{X})$ is given as

$$
\begin{align*}
& \boldsymbol{J}(\boldsymbol{X})=  \tag{2.61}\\
& {\left[\begin{array}{ccccc}
-1 & \left(\frac{\partial p^{\mathrm{L}}}{\partial x_{1}}\right)_{x_{2}}\left(x_{1}^{\prime}, x_{2}^{\prime}\right) & \left(\frac{\partial p^{\mathrm{L}}}{\partial x_{2}}\right)_{x_{1}}\left(x_{1}^{\prime}, x_{2}^{\prime}\right) & 0 & 0 \\
-1 & 0 & 0 & \left(\frac{\partial p^{\mathrm{G}}}{\partial x_{1}}\right)_{x_{2}}\left(x_{1}^{\prime \prime}, x_{2}^{\prime \prime}\right) & \left(\frac{\partial p^{\mathrm{G}}}{\partial x_{2}}\right)_{x_{1}}\left(x_{1}^{\prime \prime}, x_{2}^{\prime \prime}\right) \\
-\left(\frac{\mathrm{d} T_{\mathrm{s}}}{\mathrm{~d} p}\right)\left(p_{\mathrm{s}}\right) & \left(\frac{\partial T^{\mathrm{L}}}{\partial x_{1}}\right)_{x_{2}}\left(x_{1}^{\prime}, x_{2}^{\prime}\right) & \left(\frac{\partial T^{\mathrm{L}}}{\partial x_{2}}\right)_{x_{1}}\left(x_{1}^{\prime}, x_{2}^{\prime}\right) & 0 & 0 \\
-\left(\frac{\mathrm{d} T_{\mathrm{s}}}{\mathrm{~d} p}\right)\left(p_{\mathrm{s}}\right) & 0 & 0 & \left(\frac{\partial T^{\mathrm{G}}}{\partial x_{1}}\right)_{x_{2}}\left(x_{1}^{\prime \prime}, x_{2}^{\prime \prime}\right) & \left(\frac{\partial T^{\mathrm{G}}}{\partial x_{2}}\right)_{x_{1}}\left(x_{1}^{\prime \prime}, x_{2}^{\prime \prime}\right) \\
0 & \frac{\left(x_{1}-x_{1}^{\prime}\right)-\left(x_{1}^{\prime \prime}-x_{1}^{\prime}\right)}{\left(x_{1}^{\prime \prime}-x_{1}^{\prime}\right)^{2}} & -\frac{\left(x_{2}-x_{2}^{\prime}\right)-\left(x_{2}^{\prime \prime}-x_{2}^{\prime}\right)}{\left(x_{2}^{\prime \prime}-x_{2}^{\prime}\right)^{2}} & -\frac{\left(x_{1}-x_{1}^{\prime}\right)}{\left(x_{1}^{\prime \prime}-x_{1}^{\prime}\right)^{2}} & \frac{\left(x_{2}-x_{2}^{\prime}\right)}{\left(x_{2}^{\prime \prime}-x_{2}^{\prime}\right)^{2}}
\end{array}\right]}
\end{align*} .
$$

Through the use of the inverse spline functions $x_{2}^{G}\left(x_{1}, p\right)$ and $p_{\mathrm{s}}\left(x_{1}\right)$, obtained from $p^{G}\left(x_{1}, x_{2}\right)$ and Eq. (2.62), with

$$
\begin{equation*}
x_{2}^{\prime \prime}\left(x_{1}\right)=x_{2}^{\mathrm{G}}\left(x_{1}, p=p_{\mathrm{s}}\left(x_{1}\right)\right), \tag{2.65}
\end{equation*}
$$

it can be determined if the state point is located in the vapor phase or in the two-phase region.
The properties in the two-phase region are calculated by solving

$$
\begin{align*}
& p_{\mathrm{s}}=p^{\mathrm{G}}\left(x_{1}^{\prime \prime}, x_{2}^{\prime \prime}\right),  \tag{2.66}\\
& T_{\mathrm{s}}=T^{\mathrm{G}}\left(x_{1}^{\prime \prime}, x_{2}^{\prime \prime}\right), \text { and }  \tag{2.67}\\
& \frac{x_{1}-x_{1}^{\prime}}{x_{1}^{\prime \prime}-x_{1}^{\prime}}=\frac{x_{2}-x_{2}^{\prime}}{x_{2}^{\prime \prime}-x_{2}^{\prime}} \tag{2.68}
\end{align*}
$$

along with Eqs. (2.62-2.64). This can be carried out efficiently with Newton’s iterative procedure for one-dimensional problems as shown for calculations from ( $v, u$ ) in Appendix A4. The corresponding algorithms for the inverse functions of $(p, v)$ and $(u, s)$ are given in Appendices A5 and A6.

Alternatively, explicit spline functions for the desired properties in the two-phase region can be generated. This is the fastest approach, but will produce small inconsistencies at the phase boundaries. Further information on the calculations in the two-phase region is given in [11].

## 4. Spline Functions of ( $\mathbf{v}, \mathbf{u}$ ) and Inverse Functions Based on IAPWS-IF97

In order to provide fast and accurate property functions for Computational Fluid Dynamics where water and steam properties are frequently calculated from ( $v, u$ ), the SBTL method has been applied to IAPWS-IF97. Spline functions have been created for the calculation of $p, T, s, w, \eta=f(v, u)$ in the single-phase region. Furthermore, numerically consistent property functions of $(p, v)$ and $(u, s)$ are calculable through the use of inverse spline functions as described in Sec. 3.2.3. The relations between the spline and inverse spline functions are illustrated in Fig. 8. The properties in the two-phase region are calculated as explained in Sec. 4.3.

$$
\begin{aligned}
& \substack{(v, u) \\
p^{\mathrm{SPL}}(v, u) \longrightarrow \\
T^{\mathrm{SPL}}(v, u) \\
s^{\mathrm{SPL}}(v, u) \longrightarrow u^{\mathrm{INV}}(p, v) \\
w^{\mathrm{SPL}}(v, u) \\
\eta^{\mathrm{SPL}}(v, u)}
\end{aligned}
$$

Figure 8: Property calculations from $(v, u),(p, v)$, and $(u, s)$.

### 4.1. Range of Validity

The range of validity is bounded as follows:

$$
\begin{array}{ll}
273.15 \mathrm{~K} \leq T \leq 1073.15 \mathrm{~K} & 611.212 \mathrm{~Pa} \leq p \leq 100 \mathrm{MPa} \\
\text { 1073.15 K }<T \leq 2273.15 \mathrm{~K} & \text { 611.212 Pa } \leq p \leq 50 \mathrm{MPa}
\end{array}
$$

This range of validity corresponds to that of IAPWS-IF97, except for the lower pressure limit, which is set to $p_{\mathrm{s}}(273.15 \mathrm{~K})=611.212 \mathrm{~Pa}$. Figure 9 shows the range of validity and the defined regions of the spline functions with the variables $(v, u)$. The single phase is divided into the liquid region $L$, the gas region $G$, and the high-temperature region HT . With regard to regions defined in IAPWS-IF97, the current liquid region L covers region 1 and a part of region 3. Region 2 and the remaining part of region 3 are included in the gas region $G$. The spline functions are smoothed at the IF97 region boundaries 1-3 and 2-3. The two-phase region TP corresponds to region 4 of IAPWS-IF97 and the high temperature region HT matches region 5 of IAPWS-IF97.

The specific internal energy at the critical point $u_{\mathrm{c}}=2019.025106 \mathrm{~kJ} / \mathrm{kg}$ is used to define the boundary between the L and G single-phase regions for supercritical state points. At the region boundaries L/G and G/HT in the single-phase region, small inconsistencies are unavoidable (see Sec. 4.6). These should be negligible for most purposes, but if needed the transition at these boundaries can be smoothed with simple interpolation equations.


Figure 9: Range of validity in the $u-v$ plane for spline functions based on IAPWS-IF97.

Note: For temperatures between 273.15 K and 273.16 K , the part of the range of validity of region L between the pressures on the melting line and on the saturation-pressure line corresponds to metastable liquid states. In the same temperature range, the part of the range of validity of region $G$ between the pressures on the saturation-pressure line and on the sublimation line corresponds to metastable vapor states.

### 4.2. Spline Functions for the Single-Phase Regions

In each of the three single-phase regions, L, G, and HT, spline functions with the variables ( $v, u$ ) are created. In the liquid region $L$, a scaling transformation (see Sec. 3.2.2) for the specific volume $v$ with the boundary curves $v_{\text {min }}(u)=v\left(p_{\text {max }}=100 \mathrm{MPa}, u\right)$ and $v_{\max }(u)=v^{\prime}(u)$ is applied, so that

$$
\bar{v}(v, u)=\frac{\bar{v}_{\max }-\bar{v}_{\min }}{v_{\max }(u)-v_{\min }(u)} \cdot\left(v-v_{\min }(u)\right)+\bar{v}_{\min },
$$

where the free parameters are set to $\bar{v}_{\min }=1$ and $\bar{v}_{\max }=100$. Thus, the shape of the grid of nodes corresponds to the shape of the liquid region L (see Fig. 9). In the single-phase regions G and HT, the specific volume is transformed as $\bar{v}=\ln (v)$. The grid dimensions of each ( $v, u$ ) spline function are given in Tables A1, A2, and A3 in Appendix A7. Nodes outside the range of validity needed for the construction of a rectangular grid of nodes are obtained by appropriate extrapolation.

From the single-phase spline functions $p^{\text {SPL }}(v, u)$ and $s^{\text {SPL }}(v, u)$, the inverse spline functions $u^{\mathrm{INV}}(p, v)$ and $v^{\mathrm{INV}}(u, s)$ are determined as described in Sec. 3.2.3. With these inverse spline functions, all remaining properties are calculated from ( $p, v$ ) and ( $u, s$ ), as illustrated in Fig. 8.

### 4.3. Calculations in the Two-Phase Region

The properties in the two-phase region TP are calculated with the spline functions in the singlephase regions $L$ and $G$, along with additional constraints for the phase equilibrium. For process simulations where the range of states does not include the liquid region L or where small inconsistencies at the saturated liquid line are tolerable, the calculation can be simplified with spline functions for $v^{\prime \prime}(p), v^{\prime}(u)$, and $u^{\prime}(T)$ as discussed in Sec.3.2.5. This simplification is applied to the spline functions of $(v, u)$ and their inverse functions of $(p, v)$ and $(u, s)$ for the twophase region TP described in this document. The algorithms are described in Appendices A4, A5, and A6. Auxiliary spline functions $p_{\mathrm{s}}^{\mathrm{AUX}}(v, u)$ and $p_{\mathrm{s}}^{\mathrm{AUX}}(u, s)$ were created to provide initial guesses for the calculations from $(v, u)$ and $(u, s)$. A comprehensive description of all algorithms for calculating the properties in the two-phase region is given in [11].

### 4.4. Derivatives

The following derivatives are frequently required in CFD:

$$
\begin{array}{lll}
\left(\frac{\partial p}{\partial v}\right)_{u}, & \left(\frac{\partial p}{\partial u}\right)_{v}, & \left(\frac{\partial u}{\partial v}\right)_{p}, \\
\left(\frac{\partial T}{\partial v}\right)_{u}, & \left(\frac{\partial T}{\partial u}\right)_{v}, \text { and } & \left(\frac{\partial u}{\partial v}\right)_{T} .
\end{array}
$$

These derivatives are calculated analytically from $p^{\text {SPL }}(v, u)$ and $T^{\mathrm{SPL}}(v, u)$. The derivatives are continuous and can therefore be applied in numerical calculations, e.g., to prepare a Jacobian matrix in CFD. However, any thermodynamic property where high accuracy is required should be obtained from a dedicated spline function, rather than using derivatives of other spline functions. A description of the calculation of derivatives is given in Sec. 3.2.4 and more detailed information is given in [11].

### 4.5. Deviations from IAPWS-IF97

The maximum (max) and root-mean-square (RMS) deviations between the spline functions implemented as discussed in Secs. 4.2 and 4.3 and IAPWS-IF97, along with the permissible values (perm), are given in Tables 1 through 5. The permissible values were set by the IAPWS Task Group "CFD Steam Property Formulation" to ensure that the differences in the results of process simulations with the SBTL method from those obtained with the direct application of IAPWS-IF97 are negligible. The permissible values are less than or equal to the required numerical consistencies for the IAPWS-IF97 backward equations [2, 6, 7, 8, 9].

Table 1: Deviations in pressure $p(v, u)$ from IAPWS-IF97

| IF97 Region | $\|\Delta p\|_{\text {perm }}$ | $\|\Delta p\|_{\text {max }}$ | $(\Delta p)_{\text {RMS }}$ |
| :---: | :---: | :---: | :---: |
| $p \leq 2.5 \mathrm{MPa}$ | 0.6 \% | 0.12 \% | 0.012 \% |
| $1 \quad p>2.5 \mathrm{MPa}$ | 15 kPa | 0.61 kPa | 0.0044 kPa |
| 2 | 0.001 \% | 0.00048 \% | 0.00012 \% |
| 3 | 0.001 \% | 0.00095 \% | 0.00004 \% |
| 4 | 0.0035 \% | 0.0035 \% | 0.00028 \% |
| 5 | 0.001 \% | 0.00053 \% | 0.00015 \% |

Table 2: Deviations in temperature $T(v, u)$ from IAPWS-IF97

| IF97 Region | $\|\Delta T\|_{\text {perm }}[\mathrm{mK}]$ | $\|\Delta T\|_{\max }[\mathrm{mK}]$ | $(\Delta T)_{\mathrm{RMS}}[\mathrm{mK}]$ |
| :---: | :---: | :---: | :---: |
| 1 | 1 | 0.27 | 0.015 |
| 2 | 1 | 0.43 | 0.018 |
| 3 | 1 | 0.53 | 0.032 |
| 4 | 1 | $0.69^{\mathrm{a}}$ | $0.30^{\mathrm{a}}$ |
| 5 | 1 | 0.38 | 0.018 |

${ }^{\text {a }}$ Except for near-critical temperatures $\left[\left(T_{\mathrm{c}}-T\right)<1.5 \mathrm{~K}\right]$.

Table 3: Deviations in specific entropy $s(v, u)$ from IAPWS-IF97

| IF97 Region | $\|\Delta s\|_{\mathrm{perm}}$ <br> $\left[10^{-6} \mathrm{~kJ} /(\mathrm{kg} \mathrm{K})\right]$ | $\|\Delta s\|_{\max }$ <br> $\left[10^{-6} \mathrm{~kJ} /(\mathrm{kg} \mathrm{K})\right.$ | $(\Delta s)_{\mathrm{RMS}}$ <br> $\left[10^{-6} \mathrm{~kJ} /(\mathrm{kg} \mathrm{K})\right]$ |
| :---: | :---: | :---: | :---: |
| 1 | 1 | 0.74 | 0.049 |
| 2 | 1 | 0.34 | 0.045 |
| 3 | 1 | 0.52 | 0.022 |
| 4 | 1 | 0.34 | 0.044 |
| 5 | 1 | 0.87 | 0.056 |

Table 4: Deviations in speed of sound $w(v, u)$ from IAPWS-IF97

| IF97 Region | $\|\Delta w\|_{\text {perm }}$ | $\|\Delta w\|_{\max }$ | $(\Delta w)_{\text {RMS }}$ |
| :---: | :---: | :---: | :---: |
| 1 | $0.001 \%$ | $0.00092 \%$ | $0.000007 \%$ |
| 2 | $0.001 \%$ | $0.00077 \%$ | $0.000008 \%$ |
| 3 | $0.001 \%$ | $0.00056 \%^{\mathrm{a}}$ | $0.000031 \%^{\mathrm{a}}$ |
| 5 | $0.001 \%$ | $0.00042 \%$ | $0.000005 \%$ |

a In the vicinity of the critical point, the deviations of $w$ are larger ( $<0.02 \%$ ).

Table 5: Deviations in dynamic viscosity $\eta(v, u)$ from IAPWS-IF97 and the IAPWS viscosity release with recommendations for industrial use [14]

| IF97 Region | $\|\Delta \eta\|_{\text {perm }}$ | $\|\Delta \eta\|_{\max }$ | $(\Delta \eta)_{\mathrm{RMS}}$ |
| :---: | :---: | :---: | :---: |
| 1 | $0.001 \%$ | $0.00041 \%$ | $0.000068 \%$ |
| 2 | $0.001 \%$ | $0.00015 \%$ | $0.000010 \%$ |
| 3 | $0.001 \%$ | $0.00032 \%$ | $0.000019 \%$ |

### 4.6. Numerical Consistency at Region Boundaries

The specific internal energy at the critical point $u_{c}=2019.025106 \mathrm{~kJ} / \mathrm{kg}$ defines the region boundary between the liquid region $L$ and the gas region $G$ for supercritical state points (see Fig. 9). This boundary is within IAPWS-IF97 region 3. The numerical inconsistencies of the adjacent spline functions at the region boundary L-G result from the deviations between the spline functions and the basic equation of IAPWS-IF97 region 3 (see Sec. 4.5), and are given in Table 6.

Table 6: Numerical inconsistencies at the region boundaries L-G and G-HT

| Region <br> boundary | $\|\Delta p\|_{\max }$ | $\|\Delta T\|_{\max }$ | $\|\Delta s\|_{\max }$ | $\|\Delta w\|_{\max }$ | $\|\Delta \eta\|_{\max }$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{L}-\mathrm{G}^{\mathrm{a}}$ | $0.0011 \%$ | 0.38 mK | $4.8 \times 10^{-4} \mathrm{~J} \mathrm{~kg}^{-1} \mathrm{~K}^{-1}$ | $0.00046 \%$ | $0.00027 \%$ |
| $\mathrm{G}^{\mathrm{H}} \mathrm{HT}^{\mathrm{b}}$ | $0.023 \%$ | 82 mK | $0.082 \mathrm{~J} \mathrm{~kg}^{-1} \mathrm{~K}^{-1}$ | $0.050 \%$ | $-^{\mathrm{c}}$ |

a These values were obtained from the corresponding ( $v, u$ )-spline functions for regions L and G at constant specific internal energy $u_{\mathrm{c}}=2019.025106 \mathrm{~kJ} / \mathrm{kg}$.
b These values were obtained from the corresponding ( $v, u$ )-spline functions for regions G and HT at $T=1073.15 \mathrm{~K}$.
c Since the upper temperature limit of the IAPWS viscosity release [14] is 1173.15 K , a spline function for the dynamic viscosity $\eta$ in the high-temperature region is not provided.

The region boundary between the gas region G and the high-temperature region HT is identical to the IAPWS-IF97 region boundary 2-5 and follows the isotherm $T=1073.15 \mathrm{~K}$. The underlying IAPWS-IF97 property functions have small discontinuities at the region boundary 2-5. The spline functions reproduce the results of the IAPWS-IF97 basic equations 2 and 5 with high accuracy. Thus, at the region boundary G-HT, the numerical inconsistencies of the IAPWS-IF97 basic equations (see [2]) are dominant; these are given in Table 6.

### 4.7. Computing-Time Comparisons

The computing times of the spline functions have been evaluated and compared with those of calculations with iterations of the IAPWS-IF97 basic equations. The Computing-Time Ratio (CTR) is defined as follows:

$$
C T R=\frac{\text { Computing time for the iterative calculation from IAPWS-IF97 }}{\text { Computing time for the calculation from the SBTL function }} .
$$

IAPWS-IF97 property functions were computed from the Extended IAPWS-IF97 Steam Tables software [15]. Since the region definitions of the SBTL functions are different from the regions of IAPWS-IF97, the computing times of both formulations include the determination of the region that corresponds to the given state point. Neither IAPWS-IF97 nor the SBTL implementation takes advantage of information from previously calculated state points. The computing times were measured by means of software similar to NIFBENCH [2] with 100,000 randomly distributed state points in the corresponding region. All algorithms have been compiled into single-threaded software with the Intel Composer 2011 with default options. The tests were carried out on a Windows 8 computer equipped with an Intel Core i7-4500U CPU with 2.39 GHz and 8 GB RAM. The results of the computing-time comparisons are summarized in Table 7.

Table 7: Computing-time ratios (CTR) of spline-based property functions in comparison to the iterative calculations from IAPWS-IF97

|  | IAPWS-IF97 Region |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| SBTL function | 1 | 2 | 3 | 4 | 5 |
| $p(v, u)$ | 130 | 271 | 161 | 19.6 | 470 |
| $T(v, u)$ | 161 | 250 | 158 | 20.6 | 442 |
| $s(v, u)$ | 164 | 261 | 160 | 17.8 | 449 |
| $w(v, u)$ | 199 | 310 | 234 | -a | 471 |
| $\eta(v, u)$ | 197 | 309 | 239 | -a | $-^{\mathrm{b}}$ |
| $u(p, v)$ | 2.0 | 6.4 | 2.8 | 5.6 | 3.2 |
| $v(u, s)$ | 43.5 | 66.4 | 78.8 | 16.2 | 134 |

${ }^{\text {a }}$ Speed of sound $w$ and dynamic viscosity $\eta$ are not defined in the two-phase region.
b Since the upper temperature limit of the IAPWS viscosity release [14] is 1173.15 K , a spline function for the dynamic viscosity $\eta$ in the high-temperature region is not provided.

## 5. Spline Functions of ( $\boldsymbol{p}, \boldsymbol{h}$ ) and Inverse Functions Based on IAPWS-IF97

In heat cycle calculations, water and steam properties are frequently calculated from $(p, h)$. Therefore, another set of spline functions has been created for the calculation of $T, v, s, w, \eta=f(p, h)$ in the single-phase region. Furthermore, numerically consistent property functions of $(p, T),(p, s)$, and $(h, s)$ are required. These are calculated through the use of inverse spline functions as described in Sec. 3.2.3. The relations between the spline and inverse spline functions are illustrated in Fig. 10. The properties in the two-phase region are calculated as explained in Sec. 5.3.


Figure 10: Property calculations from $(p, h),(p, T),(p, s)$, and $(h, s)$.

### 5.1. Range of Validity

The range of validity is bounded as follows:

$$
\begin{array}{ll}
273.15 \mathrm{~K} \leq T \leq 1073.15 \mathrm{~K} & 611.212 \mathrm{~Pa} \leq p \leq 100 \mathrm{MPa} \\
\text { 1073.15 K }<T \leq 2273.15 \mathrm{~K} & \text { 611.212 } \mathrm{Pa} \leq p \leq 50 \mathrm{MPa} .
\end{array}
$$

This range of validity corresponds to IAPWS-IF97, except the lower pressure limit, which is set to $p_{\mathrm{s}}(273.15 \mathrm{~K})=611.212 \mathrm{~Pa}$. Figure 11 shows the range of validity and the defined regions of the spline functions with the variables $(p, h)$. The single phase is divided into the liquid region L , the gas region G, and the high temperature region HT. With regard to IAPWS-IF97, the liquid region L covers region 1 and a part of region 3. Region 2 and the remaining part of region 3 are included in the gas region $G$. The spline functions are smoothed at the IF97 region boundaries 1-3 and 2-3. The two-phase region TP corresponds to region 4 of IAPWS-IF97, and the high-temperature region HT matches region 5 of IAPWS-IF97.

The specific enthalpy at the critical point $h_{c}=2087.546845 \mathrm{~kJ} / \mathrm{kg}$ is used to describe the boundary between the $L$ and $G$ single-phase regions for supercritical state points. At the region boundaries in the single-phase region, small inconsistencies are unavoidable (see Sec. 5.6). These should be negligible for most purposes, but if needed, the transition at these boundaries can be smoothed with simple interpolation equations.


Figure 11: Range of validity in the $p$ - $h$ plane for spline functions based on IAPWS-IF97.

Note: For temperatures between 273.15 K and 273.16 K , see the note at the end of Sec. 4.1.

### 5.2. Spline Functions for the Single-Phase Regions

In each of the three single-phase regions, L, G, and HT, spline functions with the variables ( $p, h$ ) are created. These spline functions are constructed on rectangular grids without scaling transformations. Variable transformations have been applied to $v(p, h), s(p, h)$, and $w(p, h)$. The variable transformations and grid dimensions of each $(p, h)$ spline function are given in Tables A4, A5, and A6 in Appendix A7. Nodes outside the range of validity needed for the construction of a rectangular grid of nodes are obtained by appropriate extrapolation.

From the spline functions $T^{\mathrm{SPL}}(p, h)$ and $s^{\mathrm{SPL}}(p, h)$ for the single phase, the inverse spline functions $h^{\text {INV }}(p, T), h^{\text {INV }}(p, s)$, and $p^{\text {INV }}(h, s)$ are determined as described in Sec. 3.2.3. All remaining properties can be calculated from these inverse spline functions with the input variables $(p, T),(p, s)$, and $(h, s)$ as illustrated in Fig. 11.

### 5.3. Calculations in the Two-Phase Region

The properties in the two-phase region TP are calculated with the spline functions in the singlephase regions $L$ and $G$, along with additional constraints for phase equilibrium. For property
calculations from $(p, h)$ and $(p, s)$ in the two-phase region, the saturation temperature $T_{\mathrm{S}}$ is calculated from a spline function $T_{\mathrm{s}}(p)$ based on the corresponding equation of IAPWS-IF97. The enthalpies of the saturated liquid and the saturated vapor are determined from the inverse spline functions $h^{\mathrm{L}}(p, T)$ and $h^{\mathrm{G}}(p, T)$. The corresponding algorithms are described in Appendices A1 and A2. For a given enthalpy and entropy ( $h, s$ ), fluid properties in the two-phase region must be determined by iteration as shown in Appendix A3. For this purpose, an auxiliary spline function $p_{\mathrm{s}}^{\mathrm{AUX}}(h, s)$ was created to provide an initial guess. A comprehensive description of all algorithms to calculate the properties in the two-phase region is given in [11].

### 5.4. Derivatives

In heat cycle simulations, derivatives such as:

$$
\left(\frac{\partial T}{\partial p}\right)_{h},\left(\frac{\partial h}{\partial T}\right)_{p} \text {, and }\left(\frac{\partial h}{\partial p}\right)_{T}
$$

are frequently used. These derivatives are calculated analytically from $T^{\mathrm{SPL}}(p, h)$. The derivatives are continuous and can therefore be applied in numerical calculations, e.g., to prepare a Jacobian matrix in heat cycle simulation software. However, any thermodynamic property where high accuracy is required should be obtained from a dedicated spline function. A description of the calculation of derivatives is given Sec. 3.2.4, and more detailed information is given in [11].

### 5.5. Deviations from IAPWS-IF97

The maximum (max) and root-mean-square (RMS) deviations between the spline functions and IAPWS-IF97, along with the permissible values (perm), are given in Tables 8 through 12. The permissible values were set by the IAPWS Task Group "CFD Steam Property Formulation" to ensure that the differences in the results of process simulations with the SBTL method from those obtained with the direct application of IAPWS-IF97 are negligible. The permissible values are less than or equal to the required numerical consistencies for the IAPWS-IF97 backward equations [2, $6,7,8,9]$.

Table 8: Deviations in temperature $T(p, h)$ from IAPWS-IF97

| IF97 Region | $\|\Delta T\|_{\text {perm }}[\mathrm{mK}]$ | $\|\Delta T\|_{\text {max }}[\mathrm{mK}]$ | $(\Delta T)_{\mathrm{RMS}}[\mathrm{mK}]$ |
| :---: | :---: | :---: | :---: |
| 1 | 25 | 0.63 | 0.073 |
| 2 | 10 | 0.81 | 0.026 |
| 3 | 25 | 0.65 | 0.045 |
| 5 | 10 | 0.34 | 0.042 |

Table 9: Deviations in specific volume $v(p, h)$ from IAPWS-IF97

| IF97 Region | $\|\Delta v\|_{\text {perm }}$ | $\|\Delta v\|_{\max }$ | $(\Delta v)_{\text {RMS }}$ |
| :---: | :---: | :---: | :---: |
| 1 | $0.001 \%$ | $0.00093 \%$ | $0.00014 \%$ |
| 2 | $0.001 \%$ | $0.00063 \%$ | $0.000010 \%$ |
| 3 | $0.001 \%$ | $0.00061 \%$ | $0.000044 \%$ |
| 4 | $0.001 \%$ | $0.00096 \%^{\mathrm{a}}$ | $0.00010 \%^{\mathrm{a}}$ |
| 5 | $0.001 \%$ | $0.000037 \%$ | $0.000005 \%$ |

a Except for near-critical temperatures $\left[\left(T_{\mathrm{c}}-T\right)<4 \mathrm{~K}\right]$ and for states near the saturated liquid curve ( $0 \leq x<0.17$ ) at pressures $p<0.1$ MPa where small deviations in the calculated vapor fraction result in larger deviations in the calculated specific volume.

Table 10: Deviations in specific entropy $s(p, h)$ from IAPWS-IF97

| IF97 Region | $\|\Delta s\|_{\text {perm }}$ <br> $\left[10^{-6} \mathrm{~kJ} /(\mathrm{kg} \mathrm{K})\right]$ | $\|\Delta s\|_{\max }$ <br> $\left[10^{-6} \mathrm{~kJ} /(\mathrm{kg} \mathrm{K})\right]$ | $(\Delta s)_{\mathrm{RMS}}$ <br> $\left[10^{-6} \mathrm{~kJ} /(\mathrm{kg} \mathrm{K})\right]$ |
| :---: | :---: | :---: | :---: |
| 1 | 1 | 0.78 | 0.021 |
| 2 | 1 | 0.78 | 0.062 |
| 3 | 1 | 0.81 | 0.039 |
| 4 | 1 | 0.81 | 0.12 |
| 5 | 1 | 0.37 | 0.024 |

Table 11: Deviations in speed of sound $w(p, h)$ from IAPWS-IF97

| IF97 Region | $\|\Delta w\|_{\text {perm }}$ | $\|\Delta w\|_{\max }$ | $(\Delta w)_{\text {RMS }}$ |
| :---: | :---: | :---: | :---: |
| 1 | $0.001 \%$ | $0.00032 \%$ | $0.000038 \%$ |
| 2 | $0.001 \%$ | $0.00078 \%$ | $0.000013 \%$ |
| 3 | $0.001 \%$ | $0.00078 \%$ | $0.000054 \%$ |
| 5 | $0.001 \%$ | $0.000052 \%$ | $0.000007 \%$ |

Table 12: Deviations in dynamic viscosity $\eta(p, h)$ from IAPWS-IF97 and the IAPWS viscosity release with recommendations for industrial use [14]

| IF97 Region | $\|\Delta \eta\|_{\text {perm }}$ | $\|\Delta \eta\|_{\max }$ | $(\Delta \eta)_{\mathrm{RMS}}$ |
| :---: | :---: | :---: | :---: |
| 1 | $0.001 \%$ | $0.00063 \%$ | $0.000077 \%$ |
| 2 | $0.001 \%$ | $0.00077 \%$ | $0.000014 \%$ |
| 3 | $0.001 \%$ | $0.00080 \%$ | $0.000033 \%$ |

### 5.6. Numerical Consistency at Region Boundaries

The specific enthalpy at the critical point $h_{\mathrm{c}}=2087.546845 \mathrm{~kJ} / \mathrm{kg}$ defines the boundary between the liquid region $L$ and the gas region $G$ above the critical pressure (see Fig. 11). This boundary is within IAPWS-IF97 region 3. The numerical inconsistencies of the adjacent spline functions at the region boundary L-G result from the deviations between the spline functions and the basic equation of IAPWS-IF97 region 3 (see Sec. 5.5) and are given in Table 13.

The region boundary between the gas region G and the high-temperature region HT is identical to the IAPWS-IF97 region boundary 2-5 and follows the isotherm $T=1073.15 \mathrm{~K}$. The underlying IAPWS-IF97 property functions have small discontinuities at the region boundary 2-5. The spline functions reproduce the results of the IAPWS-IF97 basic equations 2 and 5 with high accuracy. Thus, at the region boundary G-HT, the numerical inconsistencies of the IAPWS-IF97 basic equations (see [2]) are dominant; these are given in Table 13 and are in agreement with those from the IAPWS-IF97 basic equations at the region boundary 2-5.

Table 13: Numerical inconsistencies at the region boundaries L-G and G-HT

| Region <br> boundary | $\|\Delta T\|_{\max }$ or $\|\Delta h\|_{\max }$ | $\|\Delta v\|_{\max }$ | $\|\Delta s\|_{\max }$ | $\|\Delta w\|_{\max }$ | $\|\Delta \eta\|_{\max }$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{L}-\mathrm{G}^{\mathrm{a}}$ | $\|\Delta T\|_{\max }=0.30 \mathrm{mK}$ | $0.00070 \%$ | $3.9 \times 10^{-5} \mathrm{~J} \mathrm{~kg}^{-1} \mathrm{~K}^{-1}$ | $0.00051 \%$ | $0.00033 \%$ |
| ${\mathrm{G}-\mathrm{HT}^{\mathrm{b}}}$ | $\|\Delta h\|_{\max }=0.096 \mathrm{~kJ} \mathrm{~kg}^{-1}$ | $0.012 \%$ | $0.142 \mathrm{~J} \mathrm{~kg}^{-1} \mathrm{~K}^{-1}$ | $0.046 \%$ | -c $^{\text {c }}$ |

a These values were obtained from the corresponding $(p, h)$-spline functions for regions L and G at $h_{\mathrm{c}}=2087.546845 \mathrm{~kJ} / \mathrm{kg}$.
b These values were obtained from the inverse spline functions $h^{\mathrm{G}}(p, T)$ and $h^{\mathrm{HT}}(p, T)$ and the corresponding ( $p, h$ )-spline functions at $T=1073.15 \mathrm{~K}$.
c Since the upper temperature limit of the IAPWS viscosity release [14] is 1173.15 K , a spline function for the dynamic viscosity $\eta$ in the high-temperature region is not provided.

### 5.7. Computing-Time Comparisons

The computing times of the spline functions have been evaluated and compared with those of IAPWS-IF97, where these functions are calculated from the basic equations, or, where available, from backward equations. The Computing-Time Ratio (CTR) is defined as follows:

$$
C T R=\frac{\text { Computing time of the calculation from IAPWS-IF97 basic eq. or backward eq. }}{\text { Computing time of the calculation from the SBTL algorithms }} .
$$

The IAPWS-IF97 property functions were computed from the Extended IAPWS-IF97 Steam Tables software [15]. Since the subdivision of the range of validity of the SBTL functions is different from the regions of IAPWS-IF97, the computing times of both formulations include the determination of the region that corresponds to the given state point. Neither IAPWS-IF97 nor the SBTL implementation takes advantage of information from previously calculated state points. The computing times were measured by means of software similar to NIFBENCH [2] with 100,000 randomly distributed state points in the corresponding region. The compiler and computer used were described in Sec. 4.7. The results of the computing-time comparisons are summarized in Table 14.

For the IAPWS-IF97 timing determinations, backward and boundary equations were used for calculations from $(p, h),(p, s)$, and $(h, s)$, and from $(p, T)$ in region 3 , where available (see [2, 6, 7,8 , 9]). The numerical consistency between the backward equations and the basic equations of IAPWSIF97 might be insufficient for extensive heat cycle simulations and in particular for non-stationary processes. In such situations, backward functions are calculated by iteration from the IAPWS-IF97 basic equations with starting values obtained from the backward equations. The CTR values of the iteratively calculated backward functions are higher than the values in Table 14.

The test results given in $[16,17]$ show that the SBTL functions from $(p, h),(p, s)$, and $(h, s)$ are between 10 and 20 times faster than the iterative calculation from the IAPWS-IF97 basic equations with starting values from backward equations. More details on computing-time comparisons between calculations from backward equations and iterative calculations from the IAPWS-IF97 basic equations are summarized in [18]. With the SBTL method, the specific enthalpy $h(p, T)$ is computed from the inverse spline function of $T(p, h)$, thus being numerically consistent with this function. This procedure is slower than the calculation of $h(p, T)$ in IAPWS-IF97 regions 1, 2, and 5 with the direct use of the basic equations. In heat cycle simulations, functions are generally less frequently calculated from ( $p, T$ ). Analogously, the SBTL function $h(p, s)$ is computed from the inverse spline function of $s(p, h)$, and $T(p, s)$ is calculated from $T(p, h(p, s))$. Therefore, these functions are numerically consistent with each other.

Table 14: Computing-time ratios ( $C T R$ ) of spline-based property functions in comparison to the calculation from IAPWS-IF97 basic equations or backward equations

|  | IAPWS-IF97 Region |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| SBTL function | 1 | 2 | 3 | 4 | 5 |
| $T(p, h)$ | 2.9 | 4.7 | 3.0 | 4.4 | 26.5 |
| $v(p, h)$ | 3.8 | 6.1 | 5.1 | 2.6 | 25.2 |
| $s(p, h)$ | 3.8 | 5.7 | 5.7 | 2.9 | 12.8 |
| $w(p, h)$ | 5.0 | 10.1 | 8.2 | $-{ }^{\text {a }}$ | 30.0 |
| $\eta(p, h)$ | 5.6 | 9.2 | 7.9 | -a | -b |
| $h(p, T)$ | 0.94 | 0.71 | 1.5 | $-{ }^{\mathrm{c}}$ | 0.34 |
| $h(p, s)$ | 0.74 | 1.2 | 1.4 | 1.9 | 4.6 |
| $T(p, s)$ | 0.50 | 0.94 | 0.76 | 1.0 | 3.8 |
| $p(h, s)$ | 2.2 | 11.7 | 1.8 | 5.6 | 64.3 |
| $T(h, s)$ | 2.0 | 8.6 | 1.7 | 5.8 | 52.6 |

a Speed of sound $w$ and dynamic viscosity $\eta$ are not defined in the two-phase region.
b Since the upper temperature limit of the IAPWS viscosity release [14] is 1173.15 K , a spline function for the dynamic viscosity $\eta$ in the high-temperature region is not provided.
c State points in the two-phase region are not uniquely defined with $(p, T)$ inputs.

## 6. Spline Functions for the Metastable-Vapor Region Based on IAPWS-IF97

The industrial formulation IAPWS-IF97 [2, 3] provides a supplementary equation for part of the metastable-vapor region. This equation is valid from the saturated vapor curve to the $5 \%$ equilibrium moisture line (determined from the equilibrium $h^{\prime}$ and $h^{\prime \prime}$ values) at pressures from the triple-point pressure up to 10 MPa .

Spline-based property functions of $(v, u)$ and $(p, h)$ have been developed for calculations in the metastable-vapor region described above. In order to avoid discontinuities at the saturated vapor curve, the range of validity of these spline functions has been extended to the gas region G as shown in Figs. 9 and 11. The spline functions are described in Sections 6.1 and 6.2, and are recommended for use in non-equilibrium process simulations. For simulating equilibrium processes, the spline functions described in Secs. 4 and 5 should be used.

### 6.1. Spline Functions of $(v, u)$

Spline-based property functions for calculating $p, T, s, w, \eta=f(v, u)$ in both the metastablevapor region and the gas region $G$ (see Fig. 9) have been created. For every spline-based property function of $(v, u)$, the specific volume is transformed as $\bar{v}=\ln (v)$. The grid dimensions of these functions are equal to those given for the gas region G in Sec. 4.2 (see Table A2 in Appendix A7). Nodes outside the range of validity needed for the construction of a rectangular grid of nodes are obtained by appropriate extrapolation.

### 6.1.1. Deviations from IAPWS-IF97

The deviations of the developed spline-based property functions from the IAPWS-IF97 supplementary equation for the metastable-vapor region and from the IAPWS-IF97 basic equation for region 2, along with the permissible (perm) values, are given in Table 15. At the saturated vapor curve for pressures $p<10 \mathrm{MPa}$, increased deviations due to the small inconsistency between the IAPWS-IF97 supplementary equation for the metastable-vapor region and the IAPWS-IF97 basic equation for region 2 cannot be avoided. The maximum deviations (max) in the metastable-vapor region and in region 2 of IAPWS-IF97 outside the temperature ranges $\left|T-T_{\mathrm{S}}(p)\right|$ and the maximum deviations (max, sat) within these ranges are given in Table 15. The root-mean-square deviations (RMS) of the spline-based property functions from the IAPWS-IF97 supplementary equation for the metastable-vapor region and from the IAPWS-IF97 basic equation for region 2 are also given in Table 15.

Table 15: Deviations in pressure $p(v, u)$, temperature $T(v, u)$, specific entropy $s(v, u)$, speed of sound $w(v, u)$, and dynamic viscosity $\eta(v, u)$ from the supplementary equation for the metastable-vapor region and the basic equation for region 2 of IAPWS-IF97 and the IAPWS viscosity release with recommendations for industrial use [14]

| Spline function | Permissible deviation | Maximum deviation in the metastable-vapor region and in region 2 of IAPWS-IF97 outside the range $\left\|T-T_{\mathrm{S}}(p)\right\|$ defined in the next column | Range $\left\|T-T_{\mathrm{s}}(p)\right\|$ along the saturated vapor curve for $p<10 \mathrm{MPa}$ $\left\|T-T_{\mathrm{S}}(p)\right\| \quad$ Maximum deviation |  | RMS deviation in the metastable-vapor region and in region 2 of IAPWS-IF97 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $p(v, u)$ | $\|\Delta p\|_{\text {perm }}=0.001 \%$ | $\|\Delta p\|_{\text {max }}=0.00097 \%$ | 7 K | $\|\Delta p\|_{\text {max, sat }}=0.016 \%$ | $(\Delta p)_{\mathrm{RMS}}=0.00034 \%$ |
| $T(v, u)$ | $\|\Delta T\|_{\text {perm }}=1 \mathrm{mK}$ | $\|\Delta T\|_{\text {max }}=0.60 \mathrm{mK}$ | 10 K | $\|\Delta T\|_{\text {max, sat }}=25.2 \mathrm{mK}$ | $(\Delta T)_{\mathrm{RMS}}=1.1 \mathrm{mK}$ |
| $s(v, u)$ | $\begin{gathered} \|\Delta s\|_{\text {perm }}= \\ 1 \times 10^{-6} \mathrm{~kJ} /(\mathrm{kg} \mathrm{~K}) \end{gathered}$ | $\begin{gathered} \|\Delta s\|_{\max }= \\ 0.45 \times 10^{-6} \mathrm{~kJ} /(\mathrm{kg} \mathrm{~K}) \end{gathered}$ | 12 K | $\begin{gathered} \|\Delta s\|_{\max , \text { sat }}= \\ 0.81 \times 10^{-4} \mathrm{~kJ} /(\mathrm{kg} \mathrm{~K}) \end{gathered}$ | $\begin{gathered} (\Delta s)_{\mathrm{RMS}}= \\ 0.83 \times 10^{-6} \mathrm{~kJ} /(\mathrm{kg} \mathrm{~K}) \end{gathered}$ |
| $w(v, u)$ | $\|\Delta w\|_{\text {perm }}=0.001 \%$ | $\|\Delta w\|_{\text {max }}=0.00088 \%$ | 10 K | $\|\Delta w\|_{\text {max, sat }}=0.05 \%$ | $(\Delta w)_{\text {RMS }}=0.0017 \%$ |
| $\eta(v, u)$ | $\|\Delta \eta\|_{\text {perm }}=0.001 \%$ | $\|\Delta \eta\|_{\text {max }}=0.00096 \%$ | 6 K | $\|\Delta \eta\|_{\text {max, sat }}=0.0082 \%$ | $(\Delta \eta)_{\mathrm{RMS}}=0.00031 \%$ |

### 6.1.2. Computing-Time Comparisons

In the metastable-vapor region for pressures up to 10 MPa , the computing times of the spline functions have been evaluated and compared with those of IAPWS-IF97, where these functions are calculated by iteration from the corresponding supplementary equation. The Computing-Time Ratio (CTR) is defined as follows:

$$
C T R=\frac{\text { Computing time for the iterative calculation from IAPWS-IF97 }}{\text { Computing time for the calculation from the SBTL function }} .
$$

IAPWS-IF97 property functions were computed from the Extended IAPWS-IF97 Steam Tables software [15]. Since the region definitions of the SBTL functions are different from the regions of IAPWS-IF97, the computing times of both formulations include the determination of the region that corresponds to the given state point. Neither IAPWS-IF97 nor the SBTL implementation takes advantage of information from previously calculated state points. The computing times were measured by means of software similar to NIFBENCH [2] with 100,000 randomly distributed state points in the corresponding region. The compiler and computer used were described in Sec. 4.7. The results of the computing-time comparisons are summarized in Table 16.

Table 16: Computing-time ratios (CTR) of spline-based property functions compared to the iterative calculations from the IAPWS-IF97 supplementary equation for the metastable-vapor region

|  | SBTL function |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $p(v, u)$ | $T(v, u)$ | $s(v, u)$ | $w(v, u)$ | $\eta(v, u)$ |
| $C T R$ | 88.3 | 86.4 | 89.5 | 87.0 | 90.0 |

### 6.2. Spline Functions of $(p, h)$

Spline-based property functions for calculating $T, v, s, w, \eta=f(p, h)$ in both the metastable-vapor region and the gas region $G$ (see Fig. 11) have been created. Variable transformations have been applied to $v(p, h), s(p, h)$, and $w(p, h)$. The variable transformations and grid dimensions of each $(p, h)$ spline function are given in Table A7 in Appendix A7. Nodes outside the range of validity needed for the construction of a rectangular grid of nodes are obtained by appropriate extrapolation.

Table 17: Deviations in temperature $T(p, h)$, specific volume $v(p, h)$, specific entropy $s(p, h)$, speed of sound $w(p, h)$, and dynamic viscosity $\eta(p, h)$ from the supplementary equation for the metastable-vapor region and the basic equation for region 2 of IAPWS-IF97 and the IAPWS viscosity release with recommendations for industrial use [14]

| Spline function | Permissible deviation | Maximum deviation in the metastable-vapor region and in region 2 of IAPWS-IF97 outside the range $\left\|T-T_{\mathrm{s}}(p)\right\|$ defined in the next column | Range $\left\|T-T_{\mathrm{s}}(p)\right\|$ along the saturated vapor curve for $p<10 \mathrm{MPa}$ $\left\|T-T_{\mathrm{S}}(p)\right\| \quad$ Maximum deviation |  | RMS deviation in the metastable-vapor region and in region 2 of IAPWS-IF97 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $T(p, h)$ | $\|\Delta T\|_{\text {perm }}=1 \mathrm{mK}$ | $\|\Delta T\|_{\text {max }}=0.90 \mathrm{mK}$ | 8 K | $\|\Delta T\|_{\text {max, sat }}=18.4 \mathrm{mK}$ | $(\Delta T)_{\text {RMS }}=0.68 \mathrm{mK}$ |
| $v(p, h)$ | $\|\Delta v\|_{\text {perm }}=0.001 \%$ | $\|\Delta v\|_{\max }=0.00060 \%$ | 10 K | $\|\Delta v\|_{\text {max, sat }}=0.018 \%$ | $(\Delta v)_{\mathrm{RMS}}=0.00028 \%$ |
| $s(p, h)$ | $\begin{gathered} \|\Delta s\|_{\text {perm }}= \\ 1 \times 10^{-6} \mathrm{~kJ} /(\mathrm{kg} \mathrm{~K}) \end{gathered}$ | $\begin{gathered} \|\Delta s\|_{\max }= \\ 0.54 \times 10^{-6} \mathrm{~kJ} /(\mathrm{kg} \mathrm{~K}) \end{gathered}$ | 16 K | $\begin{gathered} \|\Delta s\|_{\max , \text { sat }}= \\ 0.84 \times 10^{-4} \mathrm{~kJ} /(\mathrm{kg} \mathrm{~K}) \end{gathered}$ | $\begin{gathered} (\Delta s)_{\mathrm{RMS}}= \\ 0.85 \times 10^{-6} \mathrm{~kJ} /(\mathrm{kg} \mathrm{~K}) \end{gathered}$ |
| $w(p, h)$ | $\|\Delta w\|_{\text {perm }}=0.001 \%$ | $\|\Delta \omega\|_{\text {max }}=0.00089 \%$ | 13 K | $\|\Delta w\|_{\text {max, sat }}=0.045 \%$ | $(\Delta w)_{\text {RMS }}=0.0011 \%$ |
| $\eta(p, h)$ | $\|\Delta \eta\|_{\text {perm }}=0.001 \%$ | $\|\Delta \eta\|_{\text {max }}=0.00080 \%$ | 6 K | $\|\Delta \eta\|_{\text {max, sat }}=0.0061 \%$ | $(\Delta \eta)_{\mathrm{RMS}}=0.00015 \%$ |

### 6.2.1. Deviations from IAPWS-IF97

The deviations of the developed spline-based property functions from the IAPWS-IF97 supplementary equation for the metastable-vapor region and from the IAPWS-IF97 basic equation for region 2, along with the permissible (perm) values, are given in Table 17. At the saturated vapor curve for pressures $p<10 \mathrm{MPa}$, increased deviations due to the small inconsistency between the IAPWS-IF97 supplementary equation for the metastable-vapor region and the IAPWS-IF97 basic equation for region 2 cannot be avoided. The maximum deviations (max) in the metastable-vapor region and in region 2 of IAPWS-IF97 outside the temperature ranges $\left|T-T_{\mathrm{S}}(p)\right|$ and the maximum deviations (max, sat) within these ranges are given in Table 17. The root-mean-square deviations (RMS) of the spline-based property functions from the IAPWS-IF97 supplementary equation for the metastable-vapor region and from the IAPWS-IF97 basic equation for region 2 are also given in Table 17.

### 6.2.2. Computing-Time Comparisons

In the metastable-vapor region for pressures up to 10 MPa , the computing times of the spline functions have been evaluated and compared with those of IAPWS-IF97, where these functions are calculated by iteration from the corresponding supplementary equation. The Computing-Time Ratio (CTR) is defined as follows:

$$
C T R=\frac{\text { Computing time for the iterative calculation from IAPWS-IF97 }}{\text { Computing time for the calculation from the SBTL function }} .
$$

IAPWS-IF97 property functions were computed from the Extended IAPWS-IF97 Steam Tables software [15]. Since the region definitions of the SBTL functions are different from the regions of IAPWS-IF97, the computing times of both formulations include the determination of the region that corresponds to the given state point. Neither IAPWS-IF97 nor the SBTL implementation takes advantage of information from previously calculated state points. The computing times were measured by means of software similar to NIFBENCH [2] with 100,000 randomly distributed state points in the corresponding region. The compiler and computer used were described in Sec. 4.7. The results of the computing-time comparisons are summarized in Table 18.

Table 18: Computing-time ratios (CTR) of spline-based property functions compared to the iterative calculations from the IAPWS-IF97 supplementary equation for the metastable-vapor region

|  | SBTL function |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $T(p, h)$ | $v(p, h)$ | $s(p, h)$ | $w(p, h)$ | $\eta(p, h)$ |
| $C T R$ | 16.0 | 16.0 | 12.1 | 15.7 | 19.0 |

## 7. Spline Functions Based on IAPWS-95

The IAPWS-95 formulation for general and scientific use [4,5] is the most accurate representation of the thermodynamic properties of water and steam. The IAPWS-IF97 formulation for industrial use [2, 3] and the supplementary releases [6, 7, 8, 9] were developed based on IAPWS-95 to meet specific needs for higher computing speeds in many industrial applications, particularly for the steam power industry. The range of validity of IAPWS-IF97 is divided into five regions, resulting in small inconsistencies at the region boundaries. In situations where these inconsistencies cannot be tolerated, and/or for general and scientific use where the more accurate IAPWS-95 formulation is preferred, it may be useful to apply similar spline techniques to IAPWS95. In order to demonstrate the applicability of the SBTL method to IAPWS-95, several splinebased property functions for calculations from ( $v, u$ ) and ( $p, h$ ) have been developed. For simplicity in developing this example, spline functions covering the region of temperatures from 273.15 K to 1273.15 K and pressures up to 1000 MPa are described. This excludes a small portion of the range of validity of IAPWS-95 at high pressures and low temperatures, but application of the SBTL method in that region would be a straightforward extension.

### 7.1. Spline Functions of ( $\boldsymbol{v}, \mathbf{u}$ )

Spline functions based on IAPWS-95 for the calculation of $p, T, s, w=f(v, u)$ in the singlephase region were created analogously to those based on IAPWS-IF97 (see Sec. 4). The results of the computing-time comparisons are summarized in Sec. 7.3.

### 7.1.1. Range of Validity

The range of validity covers the fluid range of state bounded as follows:
273.15 K $\leq T \leq 1273.15 \mathrm{~K} \quad 611.212 \mathrm{~Pa} \leq p \leq 1000 \mathrm{MPa}$.

This range of validity corresponds to that of IAPWS-95, except for the lower temperature limit, which is 273.15 K , and the lower pressure limit, which is $p_{\mathrm{s}}(273.15 \mathrm{~K})=611.212 \mathrm{~Pa}$. Figure 12 shows the range of validity and the defined regions of the spline functions with the variables $(v, u)$. The range of validity is divided into the liquid region $L$, the gas region $G$, and the two-phase region TP. This division is similar to the division for IAPWS-IF97 shown in Fig. 9, except that no separate high-temperature region HT is needed.

The specific internal energy at the critical point $u_{\mathrm{c}}=2015.734524 \mathrm{~kJ} / \mathrm{kg}$ is used to define the boundary between regions $L$ and $G$ for supercritical state points. At the region boundary in the single-phase region, small inconsistencies are unavoidable. These should be negligible for most purposes, but if needed the transition at this boundary can be smoothed using simple interpolation equations.


Figure 12: Range of validity in the $u-v$ plane for spline functions based on IAPWS-95.

Note: For temperatures between 273.15 K and 273.16 K, see the note at the end of Sec. 4.1.

### 7.1.2. Spline Functions for the Single-Phase Regions

In each of the single-phase regions $L$ and $G$, spline functions with the variables ( $v, u$ ) were created. In the liquid region L , a scaling transformation (see Sec. 3.2.2) for the specific volume $v$ with the boundary curves $v_{\text {min }}(u)=v\left(p_{\max }=1000 \mathrm{MPa}, u\right)$ and $v_{\max }(u)=v^{\prime}(u)$ is applied, so that

$$
\bar{v}(v, u)=\frac{\bar{v}_{\max }-\bar{v}_{\min }}{v_{\max }(u)-v_{\min }(u)} \cdot\left(v-v_{\min }(u)\right)+\bar{v}_{\min },
$$

where the free parameters are set to $\bar{\nu}_{\text {min }}=1$ and $\bar{v}_{\text {max }}=100$. Thus, the shape of the grid of nodes corresponds to the shape of the liquid region L (see Fig. 12). In the gas region G , the specific volume is transformed as $\bar{v}=\ln (v)$. The grid dimensions of each $(v, u)$ spline function are given in Tables A8 and A9 in Appendix A7. Nodes outside the range of validity needed for the construction of a rectangular grid of nodes are obtained by appropriate extrapolation.

### 7.1.3. Deviations from IAPWS-95

The maximum (max) and root-mean-square (RMS) deviations between the spline functions and IAPWS-95, along with the permissible values (perm), are given in Tables 19 through 22. The permissible values were set by the IAPWS Task Group "CFD Steam Property Formulation" to ensure that the differences in the results of process simulations with the SBTL method from those
obtained with the direct application of IAPWS-95 are negligible. The permissible values are less than or equal to the required numerical consistencies for the IAPWS-IF97 backward equations [2, $6,7,8,9]$.

Table 19: Deviations in pressure $p(v, u)$ from IAPWS-95

| Region | $\|\Delta p\|_{\text {perm }}$ | $\|\Delta p\|_{\text {max }}$ | $(\Delta p)_{\text {RMS }}$ |
| :---: | :---: | :---: | :---: |
| $p \leq 2.5 \mathrm{MPa}$ | 0.6 \% | 0.092 \% | 0.0080 \% |
| L $\quad p>2.5 \mathrm{MPa}$ | 15 kPa | 2.74 kPa | 0.0090 kPa |
| G | 0.001 \% | 0.001 \% ${ }^{\text {a }}$ | 0.00012 \% |

a Except for near-critical states, where $|\Delta p|_{\max }<0.01 \%$.
Table 20: Deviations in temperature $T(v, u)$ from IAPWS-95

| Region | $\|\Delta T\|_{\text {perm }}[\mathrm{mK}]$ | $\|\Delta T\|_{\max }[\mathrm{mK}]$ | $(\Delta T)_{\mathrm{RMS}}[\mathrm{mK}]$ |
| :---: | :---: | :---: | :---: |
| L | 1 | 0.34 | 0.029 |
| G | 1 | $1^{\mathrm{a}}$ | 0.017 |

a Except for near-critical states, where $|\Delta T|_{\max }<10 \mathrm{mK}$.
Table 21: Deviations in specific entropy $s(v, u)$ from IAPWS-95

| Region | $\|\Delta s\|_{\text {perm }}$ <br> $\left[10^{-6} \mathrm{~kJ} /(\mathrm{kg} \mathrm{K})\right]$ | $\|\Delta s\|_{\max }$ <br> $\left[10^{-6} \mathrm{~kJ} /(\mathrm{kg} \mathrm{K})\right]$ | $(\Delta s)_{\mathrm{RMS}}$ <br> $\left[10^{-6} \mathrm{~kJ} /(\mathrm{kg} \mathrm{K})\right]$ |
| :---: | :---: | :---: | :---: |
| L | 1 | 0.53 | 0.017 |
| G | 1 | 0.26 | 0.045 |

Table 22: Deviations in speed of sound $w(v, u)$ from IAPWS-95

| Region | $\|\Delta w\|_{\text {perm }}$ | $\|\Delta w\|_{\max }$ | $(\Delta w)_{\text {RMS }}$ |
| :---: | :---: | :---: | :---: |
| L | $0.001 \%$ | $0.001 \%^{\mathrm{a}}$ | $0.00092 \%$ |
| G | $0.001 \%$ | $0.001 \%^{\mathrm{b}}$ | $0.000039 \%$ |

a In the vicinity of the critical point, the deviations of $w$ are larger but less than $0.4 \%$.
b In the vicinity of the critical point, the deviations of $w$ are larger but less than $5 \%$.

### 7.2. Spline Functions of ( $\boldsymbol{p}, \boldsymbol{h}$ )

Spline functions based on IAPWS-95 for the calculation of $T, v=f(p, h)$ in the single-phase region were created analogously to those based on IAPWS-IF97 (see Sec. 5). The results of the computing-time comparisons are summarized in Sec. 7.3.

### 7.2.1. Range of Validity

The range of validity covers the fluid range of state bounded as follows:

$$
\text { 273.15 } \mathrm{K} \leq T \leq 1273.15 \mathrm{~K} \quad \text { 611.212 } \mathrm{Pa} \leq p \leq 1000 \mathrm{MPa} .
$$

This range of validity corresponds to that of IAPWS-95, except for the lower temperature limit, which is 273.15 K , and the lower pressure limit, which is $p_{\mathrm{s}}(273.15 \mathrm{~K})=611.212 \mathrm{~Pa}$. Figure 13 shows the range of validity and the defined regions of the spline functions with the variables $(p, h)$. The range of validity is divided into the liquid region L , the gas region G , and the two-phase region TP. This division is similar to the division for IAPWS-IF97 shown in Fig. 11, except that no separate high-temperature region HT is needed.

The specific enthalpy at the critical point $h_{\mathrm{c}}=2084.256263 \mathrm{~kJ} / \mathrm{kg}$ is used to define the boundary between regions $L$ and $G$ for supercritical state points. At the region boundary in the single-phase region, small inconsistencies are unavoidable. These should be negligible for most purposes, but if needed the transition at this boundary can be smoothed using simple interpolation equations.


Figure 13: Range of validity in the $p$-h plane for spline functions based on IAPWS-95.

Note: For temperatures between 273.15 K and 273.16 K, see the note at the end of Sec. 4.1.

### 7.2.2. Spline Functions for the Single-Phase Regions

In each of the single-phase regions $L$ and $G$, spline functions with the variables $(p, h)$ were created. In the gas region $G$, a transformation for the specific volume $v$ of the form $\bar{v}=p v$ is applied. The grid dimensions of each $(p, h)$ spline function are given in Table A10 in Appendix A7. Nodes outside the range of validity needed for the construction of a rectangular grid of nodes are obtained by appropriate extrapolation.

### 7.2.3. Deviations from IAPWS-95

The maximum (max) and root-mean-square (RMS) deviations between the spline functions and IAPWS-95, along with the permissible values (perm), are given in Tables 23 and 24. The permissible values were set by the IAPWS Task Group "CFD Steam Property Formulation" to ensure that the differences in the results of process simulations with the SBTL method from those obtained with the direct application of IAPWS-95 are negligible. The permissible values are less than or equal to the required numerical consistencies for the IAPWS-IF97 backward equations [2, $6,7,8,9]$.

Table 23: Deviations in temperature $T(p, h)$ from IAPWS-95

| Region | $\|\Delta T\|_{\text {perm }}[\mathrm{mK}]$ | $\|\Delta T\|_{\max }[\mathrm{mK}]$ | $(\Delta T)_{\mathrm{RMS}}[\mathrm{mK}]$ |
| :---: | :---: | :---: | :---: |
| L | 1 | $1^{\mathrm{a}}$ | 0.033 |
| G | 1 | $1^{\mathrm{a}}$ | 0.025 |

a Except for near-critical states, where $|\Delta T|_{\max }<10 \mathrm{mK}$.
Table 24: Deviations in specific volume $v(p, h)$ from IAPWS-95

| Region | $\|\Delta v\|_{\text {perm }}$ | $\|\Delta v\|_{\max }$ | $(\Delta v)_{\text {RMS }}$ |
| :---: | :---: | :---: | :---: |
| L | $0.001 \%$ | $0.001 \%^{\mathrm{a}}$ | $0.000062 \%$ |
| G | $0.001 \%$ | $0.001 \%^{\mathrm{a}}$ | $0.000016 \%$ |

a Except for near-critical states, where $|\Delta v|_{\max }<0.03 \%$.

### 7.3. Computing-Time Comparisons

The computing times of the spline functions described in Secs. 7.1 and 7.2 have been evaluated and compared with those of IAPWS-95. The Computing-Time Ratio (CTR) is:
$C T R=\frac{\text { Computing time of the calculation from IAPWS-95 }}{\text { Computing time of the calculation from the SBTL algorithms }}$.

The IAPWS-95 property functions were computed from the internal routines of REFPROP [19] where the phase (liquid or vapor) is known and no phase tests are performed. Calculations from the IAPWS-95 fundamental equation and its derivatives are computationally intensive. In addition, depending on the considered property function, one- or two-dimensional iteration procedures are used in the REFPROP software. The resulting computing times are more than 100 times longer than for computations from SBTL functions. The computing times were measured by means of software similar to NIFBENCH [2] with 100,000 randomly distributed state points in the corresponding region. The compiler and computer used were described in Sec. 4.7. The results of the computing-time comparisons are summarized in Table 25.

Table 25: Computing-time ratios (CTR) of spline-based property functions compared to calculations from IAPWS-95

|  | Region |  |
| :---: | :---: | :---: |
| SBTL function | L | G |
| $p(v, u)$ | 243 | 434 |
| $T(v, u)$ | 251 | 410 |
| $T(p, h)$ | $\approx 15000$ | 6760 |
| $v(p, h)$ | $\approx 14500$ | 6900 |

## 8. Application of the SBTL Method in Computational Fluid Dynamics

In order to evaluate the usability of the SBTL method in extensive numerical process simulations, the property functions described in Sec. 4 have been implemented into advanced CFD software and applied to several test cases [20, 21].

The numerical simulation of condensing steam flow around a fixed blade in a turbine stage, see [22], demonstrates the advantages of the SBTL method in CFD simulations for turbomachinery. Furthermore, turbulent steam flow through a duct has been simulated. Due to the numerical consistency of forward and backward spline functions, as well as consistency at the phase boundaries, the computation is very stable. In comparison to the direct IAPWS-IF97 implementation, the computing times of the CFD simulations were reduced by factors between 6 and 10 through the use of the SBTL functions. In comparison to CFD calculations where steam is considered to be an ideal gas, the computing time consumption with the SBTL functions is increased by a factor of only 1.4. The numerical results of the test cases described above show negligible differences from those obtained from simulations with the direct IAPWS-IF97 implementation, and are summarized in [20, 21].

## 9. Application of the SBTL Method in Heat Cycle Calculation Software

In order to test the applicability of the SBTL method in heat cycle simulations, the property functions described in Sec. 5 have been implemented in two different heat cycle simulation software tools [16, 17]. In comparison to the use of IAPWS-IF97, the overall computing time of a heat cycle calculation can be significantly reduced through the application of the SBTL method. The test calculations reported in [16] show that the computing times are reduced on average by a factor of 2 . The engineering design parameters resulting from this different property calculation method differ negligibly (less than 0.02 \%) from results obtained through the direct application of IAPWS-IF97.

## 10.Generating Spline Functions for User-Specified Demands

The SBTL method has been developed for fast and accurate property calculations in extensive process simulations. In order to apply this method to property functions for any fluid, the software FluidSplines [11, 23] has been developed. The fluid properties needed to generate the spline functions can be provided from external databases such as the property libraries from the Zittau/Goerlitz University of Applied Sciences or REFPROP [19] from NIST. FluidSplines implements all the features of the SBTL method (see Sec. 3 and [11]), and assists the user in generating spline functions and inverse spline functions for a given range of validity with a userspecified agreement with the underlying property formulations.
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## APPENDIX

## A1 Property Calculations in the Two-Phase Region from ( $p, h$ )

In order to calculate the properties in the two-phase region from $(p, h)$, the following algorithm is recommended. In addition to the $(p, h)$ spline functions in the liquid region L and gas region G , a function for $T_{\mathrm{s}}(p)$ and the inverse spline functions $h^{\mathrm{L}}(p, T)$ and $h^{\mathrm{G}}(p, T)$ are provided. From these functions, $T_{\mathrm{s}}=T_{\mathrm{s}}(p), h^{\prime}=h^{\mathrm{L}}\left(p, T_{\mathrm{s}}\right)$, and $h^{\prime \prime}=h^{\mathrm{G}}\left(p, T_{\mathrm{s}}\right)$ are determined without iteration. The vapor fraction $x$ is calculated from $x=\left(h-h^{\prime}\right) /\left(h^{\prime \prime}-h^{\prime}\right)$ and the desired mass-specific properties are calculated from $z=z^{\prime}+x\left(z^{\prime \prime}-z^{\prime}\right)$.

## A2 Property Calculations in the Two-Phase Region from $(p, s)$

In order to calculate the properties in the two-phase region from ( $p, s$ ), the following algorithm is recommended. In addition to the $(p, h)$ spline functions in the liquid region L and gas region G , a function for $T_{\mathrm{s}}(p)$ and the inverse spline functions $h^{\mathrm{L}}(p, T)$ and $h^{\mathrm{G}}(p, T)$ are provided. From these functions $T_{\mathrm{s}}=T_{\mathrm{s}}(p), h^{\prime}=h^{\mathrm{L}}\left(p, T_{\mathrm{s}}\right), h^{\prime \prime}=h^{\mathrm{G}}\left(p, T_{\mathrm{s}}\right), s^{\prime}=s^{\mathrm{L}}\left(p, h^{\prime}\right)$, and $s^{\prime \prime}=s^{\mathrm{G}}\left(p, h^{\prime \prime}\right)$ are determined without iteration. The vapor fraction $x$ is calculated from $x=\left(s-s^{\prime}\right) /\left(s^{\prime \prime}-s^{\prime}\right)$ and the desired mass-specific properties are calculated from $z=z^{\prime}+x\left(z^{\prime \prime}-z^{\prime}\right)$.

## A3 Property Calculations in the Two-Phase Region from (h,s)

In order to calculate the properties in the two-phase region from $(h, s)$, the following algorithm is recommended. In addition to the $(p, h)$ spline functions in the liquid region L and gas region G , a function for $T_{\mathrm{s}}(p)$ and the inverse spline functions $h^{\mathrm{L}}(p, T)$ and $h^{\mathrm{G}}(p, T)$ are provided.

With the use of a one-dimensional Newton iteration scheme, the equation

$$
\begin{equation*}
f(p)=0=x_{h}(p)-x_{s}(p) \tag{A3.1}
\end{equation*}
$$

is solved for the pressure $p$, where

$$
\begin{equation*}
x_{h}(p)=\frac{h-h^{\prime}(p)}{h^{\prime \prime}(p)-h^{\prime}(p)} \quad \text { and } \quad x_{s}(p)=\frac{s-s^{\prime}(p)}{s^{\prime \prime}(p)-s^{\prime}(p)} \tag{A3.2,A3.3}
\end{equation*}
$$

The iteration procedure is

$$
\begin{equation*}
p_{k+1}=p_{k}-\frac{f\left(p_{k}\right)}{\frac{\mathrm{d} f}{\mathrm{~d} p}\left(p_{k}\right)} \tag{A3.4}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{\mathrm{d} f}{\mathrm{~d} p}\left(p_{k}\right)=\frac{\mathrm{d} x_{h}}{\mathrm{~d} p}\left(p_{k}\right)-\frac{\mathrm{d} x_{s}}{\mathrm{~d} p}\left(p_{k}\right) . \tag{A3.5}
\end{equation*}
$$

In each iteration step $k, T_{\mathrm{s}, k}=T_{\mathrm{s}}\left(p_{k}\right)$ is calculated with the corresponding spline function. From the inverse spline functions $h^{\mathrm{L}}(p, T)$ and $h^{\mathrm{G}}(p, T), h^{\prime}\left(p_{k}\right)$ and $h^{\prime \prime}\left(p_{k}\right)$ are determined as
$h^{\prime}\left(p_{k}\right)=h^{\mathrm{L}}\left(p_{k}, T_{\mathrm{s}, k}\right) \quad$ and $\quad h^{\prime \prime}\left(p_{k}\right)=h^{\mathrm{G}}\left(p_{k}, T_{\mathrm{s}, k}\right)$. Then, $\quad s^{\prime}\left(p_{k}\right)=s^{\mathrm{L}}\left(p_{k}, h^{\prime}\left(p_{k}\right)\right) \quad$ and $s^{\prime \prime}\left(p_{k}\right)=s^{\mathrm{G}}\left(p_{k}, h^{\prime \prime}\left(p_{k}\right)\right)$ are subsequently calculated.

The derivatives in Eq. (A3.5) are calculated from

$$
\begin{equation*}
\frac{\mathrm{d} x_{h}}{\mathrm{~d} p}=\frac{-\frac{\mathrm{d} h^{\prime}}{\mathrm{d} p}-x_{h}\left(\frac{\mathrm{~d} h^{\prime \prime}}{\mathrm{d} p}-\frac{\mathrm{d} h^{\prime}}{\mathrm{d} p}\right)}{\left(h^{\prime \prime}-h^{\prime}\right)} \text { and } \frac{\mathrm{d} x_{s}}{\mathrm{~d} p}=\frac{-\frac{\mathrm{d} s^{\prime}}{\mathrm{d} p}-x_{s}\left(\frac{\mathrm{~d} s^{\prime \prime}}{\mathrm{d} p}-\frac{\mathrm{d} s^{\prime}}{\mathrm{d} p}\right)}{\left(s^{\prime \prime}-s^{\prime}\right)} \tag{A3.6,A3.7}
\end{equation*}
$$

where

$$
\begin{array}{ll}
\frac{\mathrm{d} h^{\prime}}{\mathrm{d} p}=\left(\frac{\partial h}{\partial p}\right)_{T}+\left(\frac{\partial h}{\partial T}\right)_{p} \frac{\mathrm{~d} T_{\mathrm{s}}}{\mathrm{~d} p}, & \frac{\mathrm{~d} h^{\prime \prime}}{\mathrm{d} p}=\left(\frac{\partial h}{\partial p}\right)_{T}+\left(\frac{\partial h}{\partial T}\right)_{p} \frac{\mathrm{~d} T_{\mathrm{s}}}{\mathrm{~d} p} \\
\frac{\mathrm{~d} s^{\prime}}{\mathrm{d} p}=\left(\frac{\partial s}{\partial p}\right)_{h}+\left(\frac{\partial s}{\partial h}\right)_{p} \frac{\mathrm{~d} h^{\prime}}{\mathrm{d} p}, & \text { and }  \tag{A3.10,A3.11}\\
\frac{\mathrm{d} s^{\prime \prime}}{\mathrm{d} p}=\left(\frac{\partial s}{\partial p}\right)_{h}+\left(\frac{\partial s}{\partial h}\right)_{p} \frac{\mathrm{~d} h^{\prime \prime}}{\mathrm{d} p}
\end{array}
$$

In Eqs. (A3.8, A3.9, A3.10, A3.11), the derivatives

$$
\left(\frac{\partial h}{\partial p}\right)_{T},\left(\frac{\partial h}{\partial T}\right)_{p},\left(\frac{\partial s}{\partial p}\right)_{h}, \text { and }\left(\frac{\partial s}{\partial h}\right)_{p}
$$

are determined in the corresponding phase from $T^{\mathrm{L}}(p, h), T^{\mathrm{G}}(p, h), s^{\mathrm{L}}(p, h)$, and $s^{\mathrm{G}}(p, h)$. The saturation temperature gradient of the saturation curve is derived from $T_{\mathrm{s}}(p)$. The iteration procedure is repeated until $|f| \leq T O L$ and $p_{\mathrm{s}}=p_{k}, T_{\mathrm{s}}, x, h^{\prime}, h^{\prime \prime}, s^{\prime}$, and $s^{\prime \prime}$ are determined. A spline function for $p_{\mathrm{s}}(h, s)$ is used to initialize $p_{k}$.

## A4 Property Calculations in the Two-Phase Region from ( $v, u$ )

For property calculations where small inconsistencies at the saturated liquid line are tolerable, the following additional phase boundary conditions are recommended. In addition to the ( $v, u$ ) spline functions in the liquid region L and the gas region G , spline functions for the properties at saturation $v^{\prime \prime}(p), v^{\prime}(u)$, and $u^{\prime}(T)$ are required. With the use of a one-dimensional Newton iteration scheme, the equation

$$
\begin{equation*}
f(p)=0=x_{v}(p)-x_{u}(p) \tag{A4.1}
\end{equation*}
$$

is solved for the pressure $p$, where

$$
\begin{equation*}
x_{v}(p)=\frac{v-v^{\prime}(p)}{v^{\prime \prime}(p)-v^{\prime}(p)} \quad \text { and } \quad x_{u}(p)=\frac{u-u^{\prime}(p)}{u^{\prime \prime}(p)-u^{\prime}(p)} \tag{A4.2,A4.3}
\end{equation*}
$$

The iteration procedure is

$$
\begin{equation*}
p_{k+1}=p_{k}-\frac{f\left(p_{k}\right)}{\frac{\mathrm{d} f}{\mathrm{~d} p}\left(p_{k}\right)} \tag{A4.4}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{\mathrm{d} f}{\mathrm{~d} p}\left(p_{k}\right)=\frac{\mathrm{d} x_{v}}{\mathrm{~d} p}\left(p_{k}\right)-\frac{\mathrm{d} x_{u}}{\mathrm{~d} p}\left(p_{k}\right) . \tag{A4.5}
\end{equation*}
$$

In each iteration step $k, v^{\prime \prime}\left(p_{k}\right)$ is calculated with the corresponding spline function. From the inverse spline function $u^{G}(p, v), u^{\prime \prime}\left(p_{k}\right)$ is determined as $u^{\prime \prime}\left(p_{k}\right)=u^{G}\left(p_{k}, v^{\prime \prime}\left(p_{k}\right)\right)$. Then, $T_{\mathrm{s}}\left(p_{k}\right)=T^{\mathrm{G}}\left(v^{\prime \prime}\left(p_{k}\right), u^{\prime \prime}\left(p_{k}\right)\right), \quad u^{\prime}\left(p_{k}\right)=u^{\prime}\left(T_{\mathrm{s}}\left(p_{k}\right)\right)$, and $v^{\prime}\left(p_{k}\right)=v^{\prime}\left(u^{\prime}\left(p_{k}\right)\right)$ are subsequently calculated. The derivatives in Eq. (A4.5) are calculated from

$$
\begin{equation*}
\frac{\mathrm{d} x_{v}}{\mathrm{~d} p}=\frac{-\frac{\mathrm{d} v^{\prime}}{\mathrm{d} p}-x_{v}\left(\frac{\mathrm{~d} v^{\prime \prime}}{\mathrm{d} p}-\frac{\mathrm{d} v^{\prime}}{\mathrm{d} p}\right)}{\left(v^{\prime \prime}-v^{\prime}\right)} \text { and } \quad \frac{\mathrm{d} x_{u}}{\mathrm{~d} p}=\frac{-\frac{\mathrm{d} u^{\prime}}{\mathrm{d} p}-x_{u}\left(\frac{\mathrm{~d} u^{\prime \prime}}{\mathrm{d} p}-\frac{\mathrm{d} u^{\prime}}{\mathrm{d} p}\right)}{\left(u^{\prime \prime}-u^{\prime}\right)} \tag{A4.6,A4.7}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{\mathrm{d} v^{\prime}}{\mathrm{d} p}=\frac{\mathrm{d} v^{\prime}}{\mathrm{d} u^{\prime}} \frac{\mathrm{d} u^{\prime}}{\mathrm{d} T_{\mathrm{s}}} \frac{\mathrm{~d} T_{\mathrm{s}}}{\mathrm{~d} p} \quad \text { and } \quad \frac{\mathrm{d} u^{\prime}}{\mathrm{d} p}=\frac{\mathrm{d} u^{\prime}}{\mathrm{d} T_{\mathrm{s}}} \frac{\mathrm{~d} T_{\mathrm{s}}}{\mathrm{~d} p} . \tag{A4.8,A4.9}
\end{equation*}
$$

The derivatives

$$
\frac{\mathrm{d} v^{\prime}}{\mathrm{d} u^{\prime}} \text { and } \frac{\mathrm{d} u^{\prime}}{\mathrm{d} T_{\mathrm{s}}}
$$

in Eqs. (A4.8, A4.9) are derived from the spline functions $v^{\prime}(u)$ and $u^{\prime}(T)$.
The saturation temperature gradient is calculated from

$$
\begin{equation*}
\frac{\mathrm{d} T_{\mathrm{s}}}{\mathrm{~d} p}=\left(\frac{\partial T}{\partial v}\right)_{u} \frac{\mathrm{~d} v^{\prime \prime}}{\mathrm{d} p}+\left(\frac{\partial T}{\partial u}\right)_{v} \frac{\mathrm{~d} u^{\prime \prime}}{\mathrm{d} p}, \tag{A4.10}
\end{equation*}
$$

where

$$
\left(\frac{\partial T}{\partial v}\right)_{u} \text { and }\left(\frac{\partial T}{\partial u}\right)_{v}
$$

are determined in the gas phase from $T^{\mathrm{G}}(v, u)$. The derivative

$$
\frac{\mathrm{d} v^{\prime \prime}}{\mathrm{d} p}
$$

is derived from $v^{\prime \prime}(p)$, and

$$
\begin{equation*}
\frac{\mathrm{d} u^{\prime \prime}}{\mathrm{d} p}=\left(\frac{\partial u}{\partial p}\right)_{v}+\left(\frac{\partial u}{\partial v}\right)_{p} \frac{\mathrm{~d} v^{\prime \prime}}{\mathrm{d} p} \tag{A4.11}
\end{equation*}
$$

is calculated with

$$
\left(\frac{\partial u}{\partial p}\right)_{v} \text { and }\left(\frac{\partial u}{\partial v}\right)_{p}
$$

in the gas phase, which is derived from $p^{G}(v, u)$. The iteration procedure is repeated until $|f| \leq T O L$ and $p_{\mathrm{s}}=p_{k}, T_{\mathrm{s}}, x, v^{\prime}, v^{\prime \prime}, u^{\prime}$, and $u^{\prime \prime}$ are determined. A spline function for $p_{\mathrm{s}}(v, u)$ is used to initialize $p_{k}$.

## A5 Property Calculations in the Two-Phase Region from $(p, v)$

In order to calculate the properties in the two-phase region from ( $p, v$ ) consistently with the calculations from ( $v, u$ ) described in Appendix A4, the following algorithm is recommended. From the spline and inverse spline functions $v^{\prime \prime}(p), u^{G}(p, v), T^{G}(v, u), u^{\prime}(T)$, and $v^{\prime}(u)$, the saturation properties are subsequently calculated from

$$
v^{\prime \prime}=v^{\prime \prime}(p), u^{\prime \prime}=u^{\mathrm{G}}\left(p, v^{\prime \prime}\right), T_{\mathrm{s}}=T^{\mathrm{G}}\left(v^{\prime \prime}, u^{\prime \prime}\right), u^{\prime}=u^{\prime}\left(T_{\mathrm{s}}\right) \text {, and } v^{\prime}=v^{\prime}\left(u^{\prime}\right)
$$

without iteration. The vapor fraction $x$ is calculated from $x=\left(v-v^{\prime}\right) /\left(v^{\prime \prime}-v^{\prime}\right)$, and the desired mass-specific properties are calculated from $z=z^{\prime}+x\left(z^{\prime \prime}-z^{\prime}\right)$.

## A6 Property Calculations in the Two-Phase Region from ( $u, s$ )

In order to calculate the properties in the two-phase region from ( $u, s$ ) consistently with the calculations from $(v, u)$ described in Appendix A4, the following algorithm is recommended. With the use of a one-dimensional Newton iteration scheme, the equation

$$
\begin{equation*}
f(p)=0=x_{u}(p)-x_{s}(p) \tag{A6.1}
\end{equation*}
$$

is solved for the pressure $p$, where

$$
\begin{equation*}
x_{u}(p)=\frac{u-u^{\prime}(p)}{u^{\prime \prime}(p)-u^{\prime}(p)} \quad \text { and } \quad x_{s}(p)=\frac{s-s^{\prime}(p)}{s^{\prime \prime}(p)-s^{\prime}(p)} \tag{A6.2,A6.3}
\end{equation*}
$$

The iteration procedure is

$$
\begin{equation*}
p_{k+1}=p_{k}-\frac{f\left(p_{k}\right)}{\frac{\mathrm{d} f}{\mathrm{~d} p}\left(p_{k}\right)} \tag{A6.4}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{\mathrm{d} f}{\mathrm{~d} p}\left(p_{k}\right)=\frac{\mathrm{d} x_{u}}{\mathrm{~d} p}\left(p_{k}\right)-\frac{\mathrm{d} x_{s}}{\mathrm{~d} p}\left(p_{k}\right) . \tag{A6.5}
\end{equation*}
$$

In each iteration step $k, v^{\prime \prime}\left(p_{k}\right)$ is calculated with the corresponding spline function. From the inverse spline function $u^{\mathrm{G}}(p, v), u^{\prime \prime}\left(p_{\mathrm{s}, k}\right)$ is determined as $u^{\prime \prime}\left(p_{\mathrm{s}, k}\right)=u^{\mathrm{G}}\left(p_{\mathrm{s}, k}, v^{\prime \prime}\left(p_{\mathrm{s}, k}\right)\right)$. Then, $s^{\prime \prime}\left(p_{\mathrm{s}, k}\right)=s^{\mathrm{G}}\left(v^{\prime \prime}\left(p_{\mathrm{s}, k}\right), u^{\prime \prime}\left(p_{\mathrm{s}, \mathrm{k}}\right)\right), \quad T_{\mathrm{s}}\left(p_{\mathrm{s}, \mathrm{k}}\right)=T^{\mathrm{G}}\left(v^{\prime \prime}\left(p_{\mathrm{s}, k}\right), u^{\prime \prime}\left(p_{\mathrm{s}, k}\right)\right), \quad u^{\prime}\left(p_{\mathrm{s}, \mathrm{k}}\right)=u^{\prime}\left(T_{\mathrm{s}}\left(p_{\mathrm{s}, k}\right)\right)$, $v^{\prime}\left(p_{\mathrm{s}, k}\right)=v^{\prime}\left(u^{\prime}\left(p_{\mathrm{s}, k}\right)\right)$, and $s^{\prime}\left(p_{\mathrm{s}, k}\right)=s^{\mathrm{L}}\left(v^{\prime}\left(p_{\mathrm{s}, k}\right), u^{\prime}\left(p_{\mathrm{s}, k}\right)\right)$ are subsequently calculated. The derivatives in Eq. (A6.5) are calculated from

$$
\begin{equation*}
\frac{\mathrm{d} x_{u}}{\mathrm{~d} p}=\frac{-\frac{\mathrm{d} u^{\prime}}{\mathrm{d} p}-x_{u}\left(\frac{\mathrm{~d} u^{\prime \prime}}{\mathrm{d} p}-\frac{\mathrm{d} u^{\prime}}{\mathrm{d} p}\right)}{\left(u^{\prime \prime}-u^{\prime}\right)} \text { and } \frac{\mathrm{d} x_{s}}{\mathrm{~d} p}=\frac{-\frac{\mathrm{d} s^{\prime}}{\mathrm{d} p}-x_{s}\left(\frac{\mathrm{~d} s^{\prime \prime}}{\mathrm{d} p}-\frac{\mathrm{d} s^{\prime}}{\mathrm{d} p}\right)}{\left(s^{\prime \prime}-s^{\prime}\right)} \tag{A6.6,A6.7}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{\mathrm{d} u^{\prime}}{\mathrm{d} p}=\frac{\mathrm{d} u^{\prime}}{\mathrm{d} T_{\mathrm{s}}} \frac{\mathrm{~d} T_{\mathrm{s}}}{\mathrm{~d} p} \quad \text { and } \quad \frac{\mathrm{d} s^{\prime}}{\mathrm{d} p}=\left(\frac{\partial \mathrm{s}}{\partial u}\right)_{v} \frac{\mathrm{~d} u^{\prime}}{\mathrm{d} p}+\left(\frac{\partial \mathrm{s}}{\partial v}\right)_{u} \frac{\mathrm{~d} v^{\prime}}{\mathrm{d} p} \tag{A6.8,A6.9}
\end{equation*}
$$

In Eqn. (A6.8), the derivative

$$
\frac{\mathrm{d} u^{\prime}}{\mathrm{d} T_{\mathrm{s}}}
$$

is derived from the spline functions $u^{\prime}(T)$. The derivative

$$
\begin{equation*}
\frac{\mathrm{d} v^{\prime}}{\mathrm{d} p}=\frac{\mathrm{d} v^{\prime}}{\mathrm{d} u^{\prime}} \frac{\mathrm{d} u^{\prime}}{\mathrm{d} T_{\mathrm{s}}} \frac{\mathrm{~d} T_{\mathrm{s}}}{\mathrm{~d} p} \tag{A6.10}
\end{equation*}
$$

is calculated with

$$
\frac{\mathrm{d} v^{\prime}}{\mathrm{d} u^{\prime}}
$$

which is derived from $v^{\prime}(u)$. The saturation temperature gradient of the saturation curve is calculated from

$$
\begin{equation*}
\frac{\mathrm{d} T_{\mathrm{s}}}{\mathrm{~d} p}=\left(\frac{\partial T}{\partial v}\right)_{u} \frac{\mathrm{~d} v^{\prime \prime}}{\mathrm{d} p}+\left(\frac{\partial T}{\partial u}\right)_{v} \frac{\mathrm{~d} u^{\prime \prime}}{\mathrm{d} p} \tag{A6.11}
\end{equation*}
$$

where

$$
\left(\frac{\partial T}{\partial v}\right)_{u} \text { and }\left(\frac{\partial T}{\partial u}\right)_{v}
$$

are determined in the gas phase from $T^{\mathrm{G}}(v, u)$. The derivative

$$
\frac{\mathrm{d} v^{\prime \prime}}{\mathrm{d} p}
$$

is derived from $v^{\prime \prime}(p)$, and

$$
\begin{equation*}
\frac{\mathrm{d} u^{\prime \prime}}{\mathrm{d} p}=\left(\frac{\partial u}{\partial p}\right)_{v}+\left(\frac{\partial u}{\partial v}\right)_{p} \frac{\mathrm{~d} v^{\prime \prime}}{\mathrm{d} p} \tag{A6.12}
\end{equation*}
$$

is calculated with

$$
\left(\frac{\partial u}{\partial p}\right)_{v} \text { and }\left(\frac{\partial u}{\partial v}\right)_{p}
$$

in the gas phase derived from $p^{G}(v, u)$. The iteration procedure is repeated until $|f| \leq T O L$ and $p_{\mathrm{s}}=p_{k}, T_{\mathrm{s}}, x, v^{\prime}, v^{\prime \prime}, u^{\prime}, u^{\prime \prime}, s^{\prime}$, and $s^{\prime \prime}$ are determined. A spline function for $p_{\mathrm{s}}(u, s)$ is used to initialize $p_{k}$.

## A7 Transformations and Grid Dimensions

For each spline function described in Secs. 4, 5, 6, and 7, the transformations and dimensions of the grid of nodes are given in the tables below. For piecewise equidistant nodes, the domain of the considered transformed variable $\bar{x}_{\text {min }} \leq \bar{x} \leq \bar{x}_{\text {max }}$ is subdivided in several intervals with equidistant nodes. In the tables below, this is described with

$$
\left[\begin{array}{c}
\bar{x}_{\min } \\
\ldots \\
\ldots \\
\bar{x}_{\max }
\end{array}\right]\left[\begin{array}{c}
\text { nodes } \\
\ldots \\
\text { nodes }
\end{array}\right],
$$

where the boundaries of the intervals are given in the column on the left and the number of equidistant nodes between them is given in the column on the right.

Table A1: Transformations and dimensions of the grid of nodes of each $(v, u)$ spline function for the liquid region L based on IAPWS-IF97 and the IAPWS viscosity release with recommendations for industrial use [13]

| Spline function | $v\left[\mathrm{~m}^{3} / \mathrm{kg}\right]$ | $u[\mathrm{~kJ} / \mathrm{kg}]$ |
| :---: | :---: | :---: |
|  | $\begin{gathered} \bar{v}(v, u)=\frac{\bar{v}_{\max }-\bar{v}_{\min }}{v_{\max }(u)-v_{\min }(u)} \cdot\left(v-v_{\min }(u)\right)+\bar{v}_{\min } \\ \bar{v}_{\min }=1 \quad \bar{v}_{\max }=100 \end{gathered}$ |  |
|  | $\left[\begin{array}{c}\bar{v}_{\text {min }} \\ \ldots \\ \ldots \\ \bar{v}_{\text {max }}\end{array}\right]\left[\begin{array}{c}\text { nodes } \\ \ldots \\ \text { nodes }\end{array}\right]$ | $\left[\begin{array}{c}u_{\text {min }} \\ \ldots \\ \ldots \\ u_{\text {max }}\end{array}\right]\left[\begin{array}{c}\text { nodes } \\ \ldots \\ \text { nodes }\end{array}\right]$ |
| $p^{\mathrm{L}}(\mathrm{v}, u)$ | $\left[\begin{array}{c}1 \\ 95 \\ 100\end{array}\right]\left[\begin{array}{l}100 \\ 200\end{array}\right]$ | $\left[\begin{array}{c}-8.48968 \\ 250 \\ 2040.01\end{array}\right]\left[\begin{array}{l}300 \\ 225\end{array}\right]$ |
| $T^{\mathrm{L}}(v, u)$ | $\left[\begin{array}{c}1 \\ 100\end{array}\right][100]$ | $\left[\begin{array}{c}-8.48968 \\ 2040.01\end{array}\right][200]$ |
| $s^{L}(v, u)$ | $\left[\begin{array}{c}1 \\ 100\end{array}\right][100]$ | $\left[\begin{array}{c}-8.48968 \\ 10 \\ 2040.01\end{array}\right]\left[\begin{array}{c}10 \\ 200\end{array}\right]$ |
| $w^{\mathrm{L}}(v, u)$ | $\left[\begin{array}{c}1 \\ 90 \\ 100\end{array}\right]\left[\begin{array}{c}100 \\ 50\end{array}\right]$ | $\left[\begin{array}{c}-8.48968 \\ 10 \\ 2040.01\end{array}\right]\left[\begin{array}{c}10 \\ 200\end{array}\right]$ |
| $\eta^{\mathrm{L}}(\mathrm{v}, u)$ | $\left[\begin{array}{c}1 \\ 100\end{array}\right][100]$ | $\left[\begin{array}{c}-8.48968 \\ 300 \\ 2040.01\end{array}\right]\left[\begin{array}{c}75 \\ 150\end{array}\right]$ |

Table A2: Transformations and dimensions of the grid of nodes of each $(v, u)$ spline function for the gas region G based on IAPWS-IF97 and the IAPWS viscosity release with recommendations for industrial use [13]
$\begin{array}{c|c|c}\hline \hline & v\left[\mathrm{~m}^{3} / \mathrm{kg}\right] & u[\mathrm{~kJ} / \mathrm{kg}] \\$\cline { 2 - 3 } $\begin{array}{c}\text { Spline } \\
\text { function }\end{array} & \bar{v}(v)=\ln (v) & \\$\cline { 2 - 3 } \& {\(\left.\left[$$
\begin{array}{c}\bar{v}_{\text {min }} \\
\ldots \\
\ldots \\
\bar{v}_{\text {max }}\end{array}
$$\right]\left[$$
\begin{array}{c}\text { nodes } \\
\ldots \\
\text { nodes }\end{array}
$$\right]} \& {\left[$$
\begin{array}{c}u_{\text {min }} \\
\ldots \\
\ldots \\
u_{\text {max }}\end{array}
$$\right]\left[$$
\begin{array}{c}\text { nodes } \\
\ldots \\
\text { nodes }\end{array}
$$\right]} <br>
\hline p^{\mathrm{G}}(v, u) \& {\left[$$
\begin{array}{c}\bar{v}\left(1.69844 \times 10^{-3}\right) \\
\bar{v}\left(8 \times 10^{-3}\right) \\
T^{\mathrm{G}}(v, u) \\
s^{\mathrm{G}}(v, u) \\
w^{\mathrm{G}}(v, u)\end{array}
$$\right.} \& {\left[$$
\begin{array}{c}2009.99 \\
2650 \\
3693.67\end{array}
$$\right]\left[$$
\begin{array}{c}100 \\
75\end{array}
$$\right]} <br>

\eta^{\mathrm{G}}(v, u)\end{array}\right]\)|  |
| :---: |

Table A3: Transformations and dimensions of the grid of nodes of each $(v, u)$ spline function for the high-temperature region HT based on IAPWS-IF97

| Spline function | $v\left[\mathrm{~m}^{3} / \mathrm{kg}\right]$ | $u[\mathrm{~kJ} / \mathrm{kg}]$ |
| :---: | :---: | :---: |
|  | $\bar{v}(v)=\ln (v)$ |  |
|  | $\left[\begin{array}{c}\bar{v}_{\text {min }} \\ \ldots \\ \ldots \\ \bar{v}_{\text {max }}\end{array}\right]\left[\begin{array}{c}\text { nodes } \\ \ldots \\ \text { nodes }\end{array}\right]$ | $\left[\begin{array}{c}u_{\text {min }} \\ \ldots \\ \ldots \\ u_{\text {max }}\end{array}\right]\left[\begin{array}{c}\text { nodes } \\ \ldots \\ \text { nodes }\end{array}\right]$ |
| $\begin{aligned} & p^{\mathrm{HT}}(v, u) \\ & T^{\mathrm{HT}}(v, u) \\ & w^{\mathrm{HT}}(v, u) \end{aligned}$ | $\left[\begin{array}{c}\bar{v}\left(7.45681 \times 10^{-3}\right) \\ \bar{v}(2212.94)\end{array}\right][200]$ | $\left[\begin{array}{c}3432.75 \\ 6518.9\end{array}\right][75]$ |
| $s^{\mathrm{HT}}(v, u)$ | $\left[\begin{array}{c}\bar{v}\left(7.34462 \times 10^{-3}\right) \\ \bar{v}(2112.08)\end{array}\right][200]$ | $\left[\begin{array}{l}3408.16 \\ 6364.93\end{array}\right][100]$ |

Table A4: Transformations and dimensions of the grid of nodes of each ( $p, h$ ) spline function for the liquid region L based on IAPWS-IF97 and the IAPWS viscosity release with recommendations for industrial use [13]

| Spline function | $p$ [MPa] |  | $h[\mathrm{~kJ} / \mathrm{kg}]$ |
| :---: | :---: | :---: | :---: |
|  | $\bar{p}(p)$ | $\left[\begin{array}{c}\bar{p}_{\text {min }} \\ \ldots \\ \ldots \\ \bar{p}_{\text {max }}\end{array}\right]\left[\begin{array}{c}\text { nodes } \\ \ldots \\ \text { nodes }\end{array}\right]$ | $\left[\begin{array}{c}h_{\min } \\ \ldots \\ \ldots \\ h_{\max }\end{array}\right]\left[\begin{array}{c}\text { nodes } \\ \ldots \\ \text { nodes }\end{array}\right]$ |
| $T^{\mathrm{L}}(p, h)$ | $p$ | $\left[\begin{array}{c}5 \times 10^{-4} \\ 1 \times 10^{-2} \\ 20 \\ 105\end{array}\right]\left[\begin{array}{c}100 \\ 75 \\ 100\end{array}\right]$ | $\left[\begin{array}{c}-12.7192 \\ 2140\end{array}\right][125]$ |
| $v^{\mathrm{L}}(p, h)$ | $p$ | $\left[\begin{array}{c}5 \times 10^{-4} \\ 1 \times 10^{-2} \\ 20 \\ 105\end{array}\right]\left[\begin{array}{c}100 \\ 75 \\ 125\end{array}\right]$ | $\left[\begin{array}{c}-12.7192 \\ 2140\end{array}\right][125]$ |
| $s^{\mathrm{L}}(p, h)$ | $\sqrt{p}$ | $\left[\begin{array}{c}\bar{p}\left(5 \times 10^{-4}\right) \\ \bar{p}\left(1 \times 10^{-2}\right) \\ \bar{p}(20) \\ \bar{p}(105)\end{array}\right]\left[\begin{array}{l}150 \\ 100 \\ 100\end{array}\right]$ | $\left[\begin{array}{c}-12.7192 \\ 200 \\ 2140\end{array}\right]\left[\begin{array}{l}100 \\ 150\end{array}\right]$ |
| $w^{\mathrm{L}}(p, h)$ | $p$ | $\left[\begin{array}{c}5 \times 10^{-4} \\ 1 \times 10^{-2} \\ 20 \\ 25 \\ 105\end{array}\right]\left[\begin{array}{c}100 \\ 75 \\ 25 \\ 75\end{array}\right]$ | $\left[\begin{array}{c}-12.7192 \\ 200 \\ 1700 \\ 2140\end{array}\right]\left[\begin{array}{c}25 \\ 125 \\ 50\end{array}\right]$ |
| $\eta^{\mathrm{L}}(p, h)$ | $p$ | $\left[\begin{array}{c}5 \times 10^{-4} \\ 1 \times 10^{-2} \\ 20 \\ 105\end{array}\right]\left[\begin{array}{c}100 \\ 75 \\ 100\end{array}\right]$ | $\left[\begin{array}{c}-12.7192 \\ 300 \\ 2140\end{array}\right]\left[\begin{array}{c}75 \\ 125\end{array}\right]$ |

Table A5: Transformations and dimensions of the grid of nodes of each $(p, h)$ spline function for the gas region G based on IAPWS-IF97 and the IAPWS viscosity release with recommendations for industrial use [13]

| Spline function | $p$ [MPa] |  | $h[\mathrm{~kJ} / \mathrm{kg}]$ |
| :---: | :---: | :---: | :---: |
|  | $\bar{p}(p)$ | $\left[\begin{array}{c}\bar{p}_{\text {min }} \\ \ldots \\ \ldots \\ \bar{p}_{\text {max }}\end{array}\right]\left[\begin{array}{c}\text { nodes } \\ \ldots \\ \text { nodes }\end{array}\right]$ | $\left[\begin{array}{c}h_{\text {min }} \\ \ldots \\ \ldots \\ h_{\text {max }}\end{array}\right]\left[\begin{array}{c}\text { nodes } \\ \ldots \\ \text { nodes }\end{array}\right]$ |
| $T^{\mathrm{G}}(p, h)$ | $p$ | $\left[\begin{array}{c}5 \times 10^{-4} \\ 3 \times 10^{-2} \\ 0.5 \\ 20 \\ 105\end{array}\right]\left[\begin{array}{c}150 \\ 75 \\ 100 \\ 75\end{array}\right]$ | $\left[\begin{array}{c}2040 \\ 2850 \\ 4195.88\end{array}\right]\left[\begin{array}{c}75 \\ 75\end{array}\right]$ |
| $\begin{aligned} & v^{\mathrm{G}}(p, h)= \\ & \frac{\bar{v}^{\mathrm{G}}(p, h)}{p} \end{aligned}$ | $p$ | $\left[\begin{array}{c}5 \times 10^{-4} \\ 3 \times 10^{-2} \\ 0.5 \\ 20 \\ 105\end{array}\right]\left[\begin{array}{c}125 \\ 50 \\ 50 \\ 75\end{array}\right]$ | $\left[\begin{array}{c}2040 \\ 2850 \\ 4195.88\end{array}\right]\left[\begin{array}{l}75 \\ 50\end{array}\right]$ |
| $s^{G}(p, h)$ | $\ln (p)$ | $\left[\begin{array}{c}\bar{p}\left(5 \times 10^{-4}\right) \\ \bar{p}(20) \\ \bar{p}(110)\end{array}\right]\left[\begin{array}{c}150 \\ 75\end{array}\right]$ | $\left[\begin{array}{c}2040 \\ 2850 \\ 4219.44\end{array}\right]\left[\begin{array}{c}75 \\ 75\end{array}\right]$ |
| $w^{\mathrm{G}}(p, h)$ | $\sqrt{p}$ | $\left[\begin{array}{c}\bar{p}\left(5 \times 10^{-4}\right) \\ \bar{p}\left(5 \times 10^{-2}\right) \\ \bar{p}(20) \\ \bar{p}(105)\end{array}\right]\left[\begin{array}{c}100 \\ 75 \\ 100\end{array}\right]$ | $\left[\begin{array}{c}2040 \\ 2850 \\ 4195.88\end{array}\right]\left[\begin{array}{c}150 \\ 50\end{array}\right]$ |
| $\eta^{\mathrm{G}}(p, h)$ | $p$ | $\left[\begin{array}{c}5 \times 10^{-4} \\ 2 \times 10^{-2} \\ 0.7 \\ 20 \\ 105\end{array}\right]\left[\begin{array}{c}100 \\ 75 \\ 75 \\ 75\end{array}\right]$ | $\left[\begin{array}{c}2040 \\ 2850 \\ 4195.88\end{array}\right]\left[\begin{array}{c}100 \\ 50\end{array}\right]$ |

Table A6: Transformations and dimensions of the grid of nodes of each $(p, h)$ spline function for the high-temperature region HT based on IAPWS-IF97

| Spline function | $p$ [MPa] |  | $h[\mathrm{~kJ} / \mathrm{kg}]$ |
| :---: | :---: | :---: | :---: |
|  | $\bar{p}(p)$ | $\left[\begin{array}{c}\bar{p}_{\text {min }} \\ \ldots \\ \ldots \\ \bar{p}_{\text {max }}\end{array}\right]\left[\begin{array}{c}\text { nodes } \\ \ldots \\ \text { nodes }\end{array}\right]$ | $\left[\begin{array}{c}h_{\min } \\ \ldots \\ \ldots \\ h_{\text {max }}\end{array}\right]\left[\begin{array}{c}\text { nodes } \\ \ldots \\ \text { nodes }\end{array}\right]$ |
| $T^{\mathrm{HT}}(p, h)$ | $p$ | $\left[\begin{array}{c}5 \times 10^{-4} \\ 60\end{array}\right][100]$ | $\left[\begin{array}{l}3833.08 \\ 7420.98\end{array}\right][100]$ |
| $\begin{aligned} & v^{\mathrm{HT}}(p, h)= \\ & \frac{\bar{v}^{\mathrm{HT}}(p, h)}{p} \end{aligned}$ | $p$ | $\left[\begin{array}{c}5 \times 10^{-4} \\ 60\end{array}\right][100]$ | $\left[\begin{array}{l}3833.08 \\ 7420.98\end{array}\right][75]$ |
| $s^{\mathrm{HT}}(p, h)$ | $\ln (p)$ | $\left[\begin{array}{c}\ln \left(5 \times 10^{-4}\right) \\ \ln (60)\end{array}\right][125]$ | $\left[\begin{array}{l}3817.25 \\ 7450.34\end{array}\right][125]$ |
| $w^{\mathrm{HT}}(p, h)$ | $p$ | $\left[\begin{array}{c}5 \times 10^{-4} \\ 60\end{array}\right][100]$ | $\left[\begin{array}{l}3817.25 \\ 7420.98\end{array}\right][75]$ |

Table A7: Transformations and dimensions of the grid of nodes of each $(p, h)$ spline function for the metastable-vapor and gas region MG based on IAPWS-IF97 and the IAPWS viscosity release with recommendations for industrial use [13]

| Spline function | $p$ [MPa] |  | $h[\mathrm{~kJ} / \mathrm{kg}]$ |
| :---: | :---: | :---: | :---: |
|  | $\bar{p}(p)$ | $\left[\begin{array}{c}\bar{p}_{\text {min }} \\ \ldots \\ \ldots \\ \bar{p}_{\text {max }}\end{array}\right]\left[\begin{array}{c}\text { nodes } \\ \ldots \\ \text { nodes }\end{array}\right]$ | $\left[\begin{array}{c}h_{\text {min }} \\ \ldots \\ \ldots \\ h_{\text {max }}\end{array}\right]\left[\begin{array}{c}\text { nodes } \\ \ldots \\ \text { nodes }\end{array}\right]$ |
| $T^{\mathrm{MG}}(p, h)$ | $p$ | $\left[\begin{array}{c}5 \times 10^{-4} \\ 9 \times 10^{-3} \\ 0.2 \\ 2 \\ 20 \\ 105\end{array}\right]\left[\begin{array}{c}150 \\ 125 \\ 75 \\ 100 \\ 75\end{array}\right]$ | $\left[\begin{array}{c}2040 \\ 2850 \\ 4195.88\end{array}\right]\left[\begin{array}{c}100 \\ 75\end{array}\right]$ |
| $\begin{aligned} & v^{\mathrm{MG}}(p, h)= \\ & \frac{\bar{v}^{\mathrm{MG}}(p, h)}{p} \end{aligned}$ | $p$ | $\left[\begin{array}{c}5 \times 10^{-4} \\ 9 \times 10^{-3} \\ 0.2 \\ 2 \\ 20 \\ 105\end{array}\right]\left[\begin{array}{c}125 \\ 75 \\ 50 \\ 75 \\ 75\end{array}\right]$ | $\left[\begin{array}{c}2040 \\ 2850 \\ 4195.88\end{array}\right]\left[\begin{array}{c}100 \\ 50\end{array}\right]$ |
| $s^{\mathrm{MG}}(p, h)$ | $\ln (p)$ | $\left[\begin{array}{c}\bar{p}\left(5 \times 10^{-4}\right) \\ \bar{p}(8) \\ \bar{p}(20) \\ \bar{p}(105)\end{array}\right]\left[\begin{array}{c}125 \\ 75 \\ 75\end{array}\right]$ | $\left[\begin{array}{c}2040 \\ 2850 \\ 4219.44\end{array}\right]\left[\begin{array}{c}75 \\ 75\end{array}\right]$ |
| $w^{\mathrm{MG}}(p, h)$ | $\sqrt{p}$ | $\left[\begin{array}{c}\bar{p}\left(5 \times 10^{-4}\right) \\ \bar{p}\left(5 \times 10^{-2}\right) \\ \bar{p}(20) \\ \bar{p}(105)\end{array}\right]\left[\begin{array}{c}100 \\ 100 \\ 125\end{array}\right]$ | $\left[\begin{array}{c}2040 \\ 2850 \\ 4195.88\end{array}\right]\left[\begin{array}{c}150 \\ 50\end{array}\right]$ |
| $\eta^{\mathrm{MG}}(p, h)$ | $p$ | $\left[\begin{array}{c}5 \times 10^{-4} \\ 2 \times 10^{-2} \\ 0.7 \\ 20 \\ 105\end{array}\right]\left[\begin{array}{c}150 \\ 75 \\ 100 \\ 75\end{array}\right]$ | $\left[\begin{array}{c}2040 \\ 2850 \\ 4195.88\end{array}\right]\left[\begin{array}{c}100 \\ 50\end{array}\right]$ |

Table A8: Transformations and dimensions of the grid of nodes of each $(v, u)$ spline function for the liquid region L based on IAPWS-95

| Spline function | $v\left[\mathrm{~m}^{3} / \mathrm{kg}\right]$ | $u[\mathrm{~kJ} / \mathrm{kg}]$ |
| :---: | :---: | :---: |
|  | $\begin{gathered} \bar{v}(v, u)=\frac{\bar{v}_{\max }-\bar{v}_{\text {min }}}{v_{\max }(u)-v_{\min }(u)} \cdot\left(v-v_{\min }(u)\right)+\bar{v}_{\min } \\ \bar{v}_{\min }=1 \quad \bar{v}_{\max }=100 \end{gathered}$ |  |
|  | $\left[\begin{array}{c}\bar{v}_{\text {min }} \\ \ldots \\ \ldots \\ \bar{v}_{\text {max }}\end{array}\right]\left[\begin{array}{c}\text { nodes } \\ \ldots \\ \text { nodes }\end{array}\right]$ | $\left[\begin{array}{c}u_{\text {min }} \\ \ldots \\ \ldots \\ u_{\text {max }}\end{array}\right]\left[\begin{array}{c}\text { nodes } \\ \ldots \\ \text { nodes }\end{array}\right]$ |
| $p^{\mathrm{L}}(v, u)$ | $\left[\begin{array}{c}1 \\ 98 \\ 100\end{array}\right]\left[\begin{array}{l}150 \\ 200\end{array}\right]$ | $\left[\begin{array}{c}-20 \\ 250 \\ 2040\end{array}\right]\left[\begin{array}{l}350 \\ 225\end{array}\right]$ |
| $\begin{aligned} & T^{\mathrm{L}}(v, u) \\ & s^{\mathrm{L}}(v, u) \end{aligned}$ | $\left[\begin{array}{c}1 \\ 98 \\ 100\end{array}\right]\left[\begin{array}{c}150 \\ 50\end{array}\right]$ | $\left[\begin{array}{c}-20 \\ -10 \\ 2040\end{array}\right]\left[\begin{array}{c}20 \\ 250\end{array}\right]$ |
| $w^{\mathrm{L}}(v, u)$ | $\left[\begin{array}{c}1 \\ 98 \\ 100\end{array}\right]\left[\begin{array}{c}150 \\ 50\end{array}\right]$ | $\left[\begin{array}{c}-20 \\ -10 \\ 1750 \\ 2040\end{array}\right]\left[\begin{array}{c}20 \\ 150 \\ 100\end{array}\right]$ |

Table A9: Transformations and dimensions of the grid of nodes of each $(v, u)$ spline function for the gas region $G$ based on IAPWS-95

| Spline <br> function | $v\left[\mathrm{~m}^{3} / \mathrm{kg}\right]$ | $u[\mathrm{~kJ} / \mathrm{kg}]$ |
| :---: | :---: | :---: |
|  | $\bar{v}(v)=\ln (v)$ |  |
|  | $\left[\begin{array}{c}\bar{v}_{\text {min }} \\ \ldots \\ \ldots \\ \bar{v}_{\text {max }}\end{array}\right]\left[\begin{array}{c}\text { nodes } \\ \ldots \\ \text { nodes }\end{array}\right]$ | $\left[\begin{array}{c}u_{\text {min }} \\ \ldots \\ \ldots \\ u_{\text {max }}\end{array}\right]\left[\begin{array}{c}\text { nodes } \\ \ldots \\ \text { nodes }\end{array}\right]$ |
| $T^{\mathrm{G}}(v, u)$ |  |  |
| $s^{\mathrm{G}}(v, u)$ |  |  |
| $w^{\mathrm{G}}(v, u)$ | $\left[\begin{array}{c}\bar{v}\left(1.02796 \times 10^{-3}\right) \\ \bar{v}\left(8 \times 10^{-3}\right) \\ \bar{v}(1188.87)\end{array}\right]\left[\begin{array}{l}200 \\ 200\end{array}\right]$ | $\left[\begin{array}{c}2005 \\ 2650 \\ 4085.27\end{array}\right]\left[\begin{array}{l}100 \\ 100\end{array}\right]$ |

Table A10: Transformations and dimensions of the grid of nodes of each $(p, h)$ spline function for the liquid region $L$ and the gas region $G$ based on IAPWS-95

| Spline function | $p$ [MPa] |  | $h[\mathrm{~kJ} / \mathrm{kg}]$ |
| :---: | :---: | :---: | :---: |
|  | $\bar{p}(p)$ | $\left[\begin{array}{c}\bar{p}_{\text {min }} \\ \ldots \\ \ldots \\ \bar{p}_{\text {max }}\end{array}\right]\left[\begin{array}{c}\text { nodes } \\ \ldots \\ \text { nodes }\end{array}\right]$ | $\left[\begin{array}{c}h_{\text {min }} \\ \ldots \\ \ldots \\ h_{\max }\end{array}\right]\left[\begin{array}{c}\text { nodes } \\ \ldots \\ \text { nodes }\end{array}\right]$ |
| $T^{\mathrm{L}}(p, h)$ | $p$ | $\left[\begin{array}{c}4.84693 \times 10^{-4} \\ 1 \times 10^{-2} \\ 20 \\ 100 \\ 1100\end{array}\right]\left[\begin{array}{c}100 \\ 75 \\ 100 \\ 125\end{array}\right]$ | $\left[\begin{array}{c}-13.3533 \\ 2140\end{array}\right][150]$ |
| $T^{\mathrm{G}}(p, h)$ | $p$ | $\left[\begin{array}{c}5 \times 10^{-4} \\ 3 \times 10^{-2} \\ 0.5 \\ 20 \\ 120 \\ 1100\end{array}\right]\left[\begin{array}{c}150 \\ 75 \\ 100 \\ 100 \\ 150\end{array}\right]$ | $\left[\begin{array}{c}2040 \\ 2850 \\ 4679.71\end{array}\right]\left[\begin{array}{c}75 \\ 100\end{array}\right]$ |
| $v^{\mathrm{L}}(p, h)$ | $p$ | $\left[\begin{array}{c}4.84693 \times 10^{-4} \\ 1 \times 10^{-2} \\ 20 \\ 100 \\ 1100\end{array}\right]\left[\begin{array}{c}100 \\ 75 \\ 100 \\ 125\end{array}\right]$ | $\left[\begin{array}{c}-13.3533 \\ 2140\end{array}\right][150]$ |
| $\begin{aligned} & v^{\mathrm{G}}(p, h)= \\ & \frac{\bar{v}^{\mathrm{G}}(p, h)}{p} \end{aligned}$ | $p$ | $\left[\begin{array}{c}5 \times 10^{-4} \\ 3 \times 10^{-2} \\ 0.5 \\ 20 \\ 120 \\ 1100\end{array}\right]\left[\begin{array}{c}125 \\ 50 \\ 50 \\ 85 \\ 90\end{array}\right]$ | $\left[\begin{array}{c}2040 \\ 2850 \\ 4679.71\end{array}\right]\left[\begin{array}{l}75 \\ 75\end{array}\right]$ |

